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Abstract 

Accurate representation of surface processes such as vegetation has a significant 
role in air pollution models.  In a variety of situations, the surface acts as a sink 
for the pollutants.  Using pristine relations developed on fluid mechanical 
concepts, different formulations are discussed in this chapter to develop 
deposition flux estimates in air pollution models.  An interesting scenario also 
develops when the soil and vegetation, in particular, acts as a source, in addition 
to being a sink for the gaseous material.  Hence as a generalized framework in air 
pollution systems, the ability of the surface to generate bi-directional fluxes 
needs to be represented.  Accordingly, different modeling techniques are 
presented ranging from regression equations, to modifications in the resistance 
pathways, and detailed eco-physiological leaf scaling  approach.  Finally, of 
particular relevance to mesoscale applications is the area averaging and regional 
mapping of the bi-directional fluxes.  Accordingly different methods based on 
combination of surface measurements, remote sensing and model 
parameterizations are discussed.  
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1 Introduction 

One of the important considerations in designing an air pollution 
modeling system is the accurate and efficient representation of the surface 
processes.  Mathematically, surface processes form a boundary condition 
in the atmospheric analysis thus becoming a pivotal component of the 
modeling system for both surface energy balance as well as mass transfer.  
As discussed in Niyogi and Raman [1], surface processes manifest 
changes through soil-vegetation-atmosphere-transfer (SVAT) processes 
in the boundary layer.  At the local scale, surface features modulate 
humidity, temperature, and surface energy balance.  At a mesoscale, 
heterogeneity in surface fluxes leads to mesoscale circulation, which 
affects transport and diffusion characteristics of the atmosphere.  Presence 
of vegetation thus leads to humidity exchange potential [2].  In addition to 
its impact on the local as well as regional scale thermodynamic structure, 
vegetation has a dominant role in air pollution models principally as a 
sink or a depositing surface [3], [4].  Till mid 1970s most deposition 
research assumed gases deposit to bare ground with only a marginal 
impact due to vegetation [5], [6].  Subsequent studies however, have 
shown that vegetative processes are a dominant pathway for surface–
atmosphere exchanges [4], [7], [8], [9], [10].   

In this chapter, we will discuss the issues pertaining to 
mathematically representing surface effects with particular emphasis on 
pollutant deposition.   In the classical sense, such exchange processes 
have been evaluated principally considering homogeneity.  It is being 
increasingly recognized that one of the largest sources of uncertainty lie 
in representing surface couplings within the air pollution simulation 
framework.  Though in general, gaseous pollutants are deposited to the 
surface, in some instances, the vegetation interface can form a source for 
the biogenic emissions.  Hence the biospheric–atmospheric interactions 
have a dominant role in the atmospheric environmental mass balance, for 
a variety of applications ranging from regulatory purposes to ecosystem 
synthesis (see Mooney [11]).   

Accordingly, this chapter is structured in the following manner.  In 
the following section, the role of multimedia couplings is discussed both 
at the micro, and the regional scale.  Different gas deposition 
parameterizations are discussed with particular emphasis on mesoscale 
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models.  In Section 3, the land–atmosphere coupling is discussed with 
particular emphasis on the bi-directional (source as well as sink) 
exchanges.  Here both the modifications in traditional resistance approach 
as well as more mechanistic plant physiological relations are discussed.  
One of the pertinent issues for mesoscale models is scaling the 
parameterizations and the model results to a regional scale.  Section 4 
therefore outlines the procedures and approaches for regional analysis.  
Finally, Section 5 presents the conclusions and a discussion for future 
research in this area. 

1.1 Surface processes in environmental analysis 

Recent years have witnessed phenomenal growth in the computational 
resources.  Numerical models are being run with higher and higher grid 
resolution.  With increasing horizontal grid resolution, the impact of 
surface processes becomes increasingly dominant in numerical 
simulations (see for example, Pielke [12]).  Hence, there is a growing 
concern regarding a realistic representation of the continuum between the 
surface–atmosphere exchanges [13], [14], [15].   However, most models 
that consider the coupling between land–air–water, treat the continuum 
more for energy balance than for mass balance.  Hence parameterizations 
need to be developed for air pollution models and environmental 
assessment systems in which mass exchange or more correctly gas 
exchange is explicitly accounted for to provide source/sink 
representation.   We will discuss formulations and development of such 
parameterizations in this chapter. 

In creating a continuum, it is important to develop the coupling by 
linking the heterogeneous media dynamically.  As a general approach, it 
will be beneficial in developing such couplings so as to integrate different 
parameterizations and then link it via different conservation equations.  
Such a system can thus accommodate more than one process and media.  
This not only allows representation of processes other than linear 
relations but also provides opportunity for checks and validations of the 
exchanges.  It can also replicate the reality as much as possible in terms 
of what dominates the pathway and the exchange.  Ideally, as discussed 
earlier, these conservation equations would involve explicit energy as 
well as mass exchanges.  It is important that the system has to be 
designed with interactive couplings.  Also, different processes involved in 
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the coupling should be sensitive to direct as well as second–order or 
indirect changes and thus show variations for reaction as well as the 
stimuli.  Consequently, the system has to be generalized so as to show 
valid spatial and temporal variations.  Hence the equations that form 
coupling interfaces in the system need to have prognostic variables and 
have some form of landscape or regional factors embedded in their 
specification. Finally the coupled system has to be tested with 
observations made under different conditions for verification.  

Consider an example of a coastal watershed. They are important 
regions of socio-economic activities for which the environmental issues 
(air and water quality) have significant implications.  The multi-media 
(land, air water) exchanges form critical pathways for pollutant as well as 
nutrient transfer.  The pollutants released on the land would be either 
detained on the soil surface, or deposited over the vegetation.  This 
material can subsequently transport through runoff or percolate into the 
soil and roots and affect the ground water.  Portion of the pollutant, which 
is not detained on the landmasses, is passed over the water body.  The 
terrestrial loading can thus induce changes in the water nutrient status and 
affect flora and fauna.  An additional feature of such a watershed is the 
mesoscale variability in the surface, subsurface and the meteorological 
features which can affect the hydro-meteorological exchanges.  These 
features need to be resolved through a mesoscale model with the 
multimedia systems coupled to it. 

1.2 Developing the mathematical framework 

In developing the simulation framework the first principle approach can 
be adopted.  As that, pristine laws related to the laminar and turbulent 
fluid flows are modified to represent the boundary conditions.  Typical 
examples of the extension of such principles are the wind profile ‘laws’, 
development of the mixing length (see Holt and Raman [16]), turbulent 
kinetic energy closure schemes, and the atmospheric boundary layer 
similarity theories (see Stull [17]).   Such fundamental fluid assumptions 
have been extended in almost every numerical as well as analytical model 
developed for environmental simulations.  The equations and models for 
simulating the atmospheric or oceanic phenomena have some 
fundamental assumptions at their core.  One such assumption is surface 
homogeneity.  However in recent years, there have been significant 
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improvements in the modeling strategies.  More and more realistic 
features are being incorporated in the model equations, with emphasis on 
linking causal behavior within heterogeneous systems.  

Interfacing heterogeneous media in its simplest form involves 
development of equations, which pass on the base state at System-1 
boundary condition as the initial state for the System-2 boundary.  
However, this transition is not easy as the two systems cannot be treated 
in a homogeneous state.  There has to be a buffer or interface layer that 
can act as a moderator for the two boundary conditions to be in 
congruence with the prevailing environments (without shocking or 
destabilizing the local equilibrium).  This intrinsic concept will be 
discussed for applications involving water vapor and other gas exchanges 
and deposition over vegetation (canopy, leaf, stomata and intercellular 
conduits) and atmospheric boundary.  

In the following section, we review some of the underlying 
principles and assumptions of gas exchange for differential media, 
including the approximations made in experimental field studies for toxic 
deposition and exchange.  Then, we discuss the techniques, and 
approaches for vapor exchange at vegetation–atmosphere interface.  
Finally, we present a discussion summary and conclusions regarding 
some of the limitations and developments for next generation models.  

2 Developing gas deposition relations 

Understanding the transport and fate of gaseous pollutants is important 
for diverse applications. For example, it is now widely recognized plants 
emit volatile organic compounds (VOCs) such as monoterpene and 
isoprene (cf. Arey [18]).  These biogenic emissions can undergo 
photolysis and other chemical transformation and generate pollutants such 
as ozone in the lower troposphere [19].  Results from both special 
observational campaigns (e.g., Monson and Fall [20]) as well as 
numerical modeling studies (e.g., Langford and Fehsenfeld [21]; Gunther 
et al. [22]) confirm this feature at diverse scales.   For instance, Fitzgerald 
[23] estimated that, of the 6000 to 7500 tons of mercury emitted into the 
atmosphere, 25–50 % is released from natural surfaces.  

In addition to being a source of biogenic emission and other primary 
as well as secondary pollutants, the terrestrial biosphere is known to be a 
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significant sink (see Wesley [24]). The gaseous pollutants can either 
deposit to the vegetated surface or be absorbed into the leaf cells itself.  
This exchange between the terrestrial biosphere and the atmosphere thus 
results in a net reduction of the available pollutant in a mass balance 
analysis.  Hence, the role of the vegetative surfaces both as a source as 
well as sink is not isolated from each other and is in fact interactive (see 
Fowler and Unsworth [25], Fuentes and Gillispie [26], and Gao et al. 
[27]).  Such an issue has to be addressed as a continuum problem.  The 
release is therefore from, what can be referred to as, the VOC-rich 
surface.  In the atmosphere, it undergoes transformation as well transport 
and diffusion in the air medium. Indeed the gases (and the transformed 
aerosols) subsequently deposit back to the surface.  Atmospheric 
deposition thus plays a pivotal role in determining both the air as well as 
water and the airshed/watershed quality at a regional scale [28].  The 
deposited toxin, over land or water, through the continuum impacts 
regional hydrology, and the air quality both at diurnal as well as climatic 
scales, depending on its residence time in the ecosystem.  Such a 
scenario, for instance, has been considered to be a major contributor of 
pollutant recycling in various North American lakes and watersheds [29].  
Hence it is critical to introduce the bi-directional role of vegetation and 
natural surfaces in an environmental analysis.  

In order to develop such couplings regarding the source/sink 
characteristics of natural surfaces, several different approaches have been 
addressed in the literature.  We will review some of the underlying 
concepts and formulations here. 

2.1 Modeling surface deposition flux 

For different pollutants including VOCs, the concentration flux can be 
represented as: 
 Fi = - ( Di + Ki ). dC/dz, (1)  

where Di is the molecular diffusivity, Ki is the respective eddy diffusivity, 
and dC/dz is the vertical gradient of the concentration.  Based on results 
from several empirical formulations such as Businger [30], and Droppo 
[31], Ki is taken equal to the eddy diffusivity of heat, Kh. Integrating eqn. 
(1) assuming a constant flux layer near the surface, yields: 
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 Fi = - (Ra + Rb)-1 (Cr - Cs ), (2) 

where, Ra and Rb are the turbulent aerodynamic and molecular bulk  
boundary layer resistance for gas exchange, and Cr, Cs are gas 
concentrations at the reference level (model lowest level) and the surface.   
The turbulent resistance is the total resistance across the turbulent layer 
and can be estimated by integrating the changes in the vertical eddy 
diffusivity for heat between a thickness comprising of δ and zr, that is the 
layer above the molecular exchange and the model reference level.  Using 
similarity equations,  

  Ra = Pr .(u*.k)-1. [ln (zr – d)/ (δ- d) – Ψh]. (3a) 

In the above, in addition to the terms described before, Pr is the Prandtl 
number (0.923 in neutral conditions), u* is friction velocity, andΨh is the 
non-dimensional stability function for heat [32], [33].  Under neutral 
conditions [34], [35] eqn. (3a) becomes,  

 Ra =Pr. u / u*
2. (3b) 

The molecular bulk resistance, on the other hand, is obtained by 
integrating the total molecular as well as eddy diffusivity between the 
receptor surface, zs, and the molecular layer, δ.  Using similarity relations 
the boundary layer resistance can be represented as, 

 Rb = (u*.k)-1. [ln (zo/ δ)].  (4a) 

Since it is difficult to prescribe or determine the molecular layer 
thickness, empirical approaches are adopted.  A simplification can be 
adopted for vegetation canopies, yielding [36], Rb=A.(l/ u) 0.5; where l  is 
the characteristic length scale of the leaf canopy (order of 0.05 m), and  A 
is a constant (~90 s1/2 m-1).  Similarly, following Owen and Thompson 
[37], eqn. (4a) can be represented as,  

 Rb = (u*.B)-1, (4b) 

where B is the interfacial sublayer Stanton number.  However, estimations 
involving B are still largely uncertain (see a discussion by Kramm et al. 
[38]).  With increasing turbulence, values of B range from 1 to 1.25.  
Over vegetation canopies, under turbulent conditions, Parlange et al. [39] 
obtain B=2.5, which have been applied in studies such as Leuning et al. 
[40].  Following theoretical considerations of Owen and Thompson [37], 
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Schlichting [41] and Brutsaert [42] for example, the Stanton number can 
be estimated as, 

 B-1 = a. Scb.ηc . (4c) 

In the above equation, following Kramm et al. [38], a=0.52, b=0.8, and 
c=0.45, and η is the roughness Reynolds number.  For aerodynamically 
rough surface, η=u*.(zo+d)/ν , while for aerodynamically smooth surface, 
eddy diffusivity can be solved for the Reynolds number: 

 Km / ν =  κ (η – 11 tanh(η/11)) . (4d) 

Another approach for calculating Rb [43], [44], 

 Rb = Pr (2 / k.u*).(Sc 0.67) , or  (5a)  

 Rb = 1.47 Sc0.67 (l/uv)0.5 B-1 , (5b) 

where, Sc is the Schmidt number, which is the ratio of the kinematic 
viscosity and the diffusivity of the gas of interest.  Thus, Sc=ν/D, and D 
is calculated through Graham’s law as,  

 D = ν (Wa / Wp)0.5 . (5c)   

At core of these surface exchange parameterizations is an exchange 
velocity often referred to as the ‘deposition velocity’ (Vd).  In the bi-
directional atmosphere–vegetation exchange, a positive deposition 
velocity indicates deposition from the atmosphere to the surface while a 
negative Vd can be interpreted as an emission from the surface to the 
atmosphere.  Thus deposition velocity is a convenient way to 
parameterize surface–atmosphere exchange for use in analytical as well 
as numerical models at a regional scale.  Deposition flux (Fd, which is the 
amount of deposited material per unit area for unit time) is defined as the 
product of Vd with concentration, C, of the depositing material, yielding, 

 Fd = Vd . C . (6) 

Equation (6) is useful, as deposition velocity estimates are available in 
literature and often known to be varying over a small range under similar 
conditions. Knowing ambient pollutant concentrations through 
measurements (see for example, Padro [45]) or by using air quality 
models (e.g., Chang et al. [46]), and by prescribing deposition velocity 
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from look-up tables (e.g., Sehmel [47], Voldner [48]) or using dynamic 
formulations-described ahead, deposition flux can be estimated.  

2.2 Obtaining deposition velocity 

One way of developing a look-up table for Vd values is using observations 
based on micrometeorological considerations.  Studies such as Duyzer 
and Fowler [49], Erisman et al. [50], and Erisman and Baldocchi [51] 
outline different measurement techniques adopted for measuring gaseous 
deposition.  The different micrometeorological techniques are categorized 
as eddy correlation, gradient, variance, conditional sampling, and eddy 
accumulation methods.  Additionally, surface analysis methods are 
adopted particularly for complex terrain, in which snow analysis, 
throughfall, and leaf wash techniques are included.  Finally for specie  
specific studies, chamber techniques are often used.  Each of these 
techniques however, has significant limitations. Erisman et al. [50] 

discusses these limitations and uncertainties in detail.  However, for a 
homogeneous surface, both Fd and C can be measured with a fair degree 
of certainty using different approaches (cf. Arya [52], [53],  Pleim [54]).  
If the measurements are made over an extended period (few weeks) and 
under different seasons as well as environmental conditions (such as 
wetness, radiation, and temperature) a sufficiently realistic range of Vd 
values can be obtained.  These values can be prescribed for similar 
landscapes in air pollution models for developing deposition flux 
estimates.  Typically, the concentration estimates are made using a simple 
gaussian plume model, and the deposition flux is obtained from 
multiplying concentrations with Vd value [52], [53].  However, 
measurements have significant uncertainties and are limited in the range 
of data and variability in the atmospheric conditions (see Brook et al. 
[55], Niyogi et al. [56]).  Hence there is a continued need for 
parameterizations that can accurately estimate deposition velocities both 
for observational studies and for numerical/diagnostic models [57].  

In parameterizing deposition velocity, often the resistance pathway 
described earlier is further extended (e.g., Garland [58]).  As can be 
inferred, higher the resistance for the material to deposit, lower will be the 
deposition flux.  Also, following eqn. (6), the deposition flux is directly 
proportional to deposition velocity. Combining these two features, one 
obtains deposition velocity as the inverse of total resistance (similar to the 
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approach obtained in eqns. (1) through (6)).  For a natural vegetative 
landscape, the resistance can be offered through different pathways.  
First, the material has to be dispersed to the receptor surface, then it has to 
penetrate the quasi-laminar surface boundary layer, and then it has to be 
captured by the vegetative surface.  At the vegetated surface the material 
encounters resistance from leaf cuticles, stomata, mesophyll, and the soil 
surface [1]. These resistance pathways can be represented by a total 
resistance (RT), comprising of turbulent aerodynamic resistance [Ra], 
surface quasi-laminar boundary [Rb], and surface resistance [Rc], and can 
be linked to deposition velocity as,  

 Vd = (RT)-1 =  (Ra + Rb + Rc) –1  (7) 

A schematic representation of the three resistances involved in surface 
deposition is shown in Fig. 1.  Of the three resistances, Ra, calculations 
are independent of the type of gase (see Wesley [24]). Rb calculations 
however, need to consider molecular diffusivity of the depositing gas, and 
Rc estimates show dynamic variations for biophysiochemical responses.  
We will, therefore, discuss parameterizations for Rc in more detail.  Also 
of the three resistances, the Rc term is generally dominant, typically by an 
order of magnitude in various cases (see Baldochi et al. [34], Lynn and 
Carlson [59]). Following Niyogi and Raman [1], and Niyogi et al. [60], 
[61], [62] the parameterization approaches can be conveniently classified 
as ‘environmental’ and ‘physiological’. 

In the ‘environmental’ approach, the resistance pathways are 
modeled as a function of environmental variables such as humidity, 
surface radiation, and temperature, treating the biospheric components in 
a parametric form (either through constants or functional entities).  In the 
‘physiological’ approach, on the other hand, both the environmental and 
biospheric components are treated as interactive variables.  
Mathematically, in the environmental approach, the vegetation is treated 
as a parameter and its role in the mass/energy balance is considered only 
implicitly, while in the physiological representation, vegetative processes 
are treated more causally and as a component of the conservation and 
mass/energy balance equations explicitly [63].  Figure 2, based on Niyogi 
et al. [60] shows the schematic representation of the two approaches.  A 
similar control between external (environmental) and internal 
(physiological) parameters on the canopy resistance was developed by 
Lynn and Carlson [59] using water stress as the driver. 
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Figure 2.  Hierarchical source question develop 

 

 

 

 

 

 

 

 

 

Figure 1: Resistance pathways for depositing material. Ra is the 
aerodynamic resistance, Rb is the resistance offered by the 
quasi-laminar layer close to the depositing surface. Rc is the 
effective canopy or the surface resistance. Rc is generally 
dominant and can comprise of various different resistances 
before the material deposits. Rc dynamically responds to gas 
characteristics, environmental, and meteorological feedback as 
well changes in the vegetation canopy.  
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Figure 2: Schematic representation of the (A) Meteorological, and the 
(B) Physiological pathways for parameterizing the canopy/ 
surface resistance (Rc) term for estimating depositing 
velocity (Vd). In the physiological parameterizations there 
is explicit feedback interactions between the environment 
and the depositing surface (foliage).  
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2.3 Environmental Approach for parameterizing Vd  

Following eqn. (6), to parameterize Vd, one needs to develop sub-models 
for the Rc term. In estimating Rc, all the additional surface resistance (as 
in eqn. 8) need to be integrated.  A central approach of the environmental 
method for estimating Rc was proposed in a seminal work by Jarvis [64].  
The surface stomatal resistance was parameterized as a function of the so-
called ‘minimum stomatal resistance’ (Rsmin), modulated through 
atmospheric variables such as temperature, radiation, water stress, and 
humidity.  Rsmin is the minimum resistance the vegetation offers for water 
vapor exchange.  Typically, afternoon values of stomatal resistance in the 
absence of moisture stress can be considered to be ‘minimum’ (see 
Niyogi et al. [65], Avissar et al. [66]).  Rsmin varies according to the 
vegetation and the season and a typical value of Rsmin for grassy type 
vegetation is around 50 s m-1.  A detailed review regarding the Rsmin 
values for various plant species can be found in Schulze et al. [67] as well 
as in Kelliher et al. [68].  The Jarvis–type approach has thus become a 
primary evapotranspiration-stomatal resistance parameterization at all 
scales.  [See for example, Alapaty et al. [69], Wetzel and Chang [70] and 
Dickinson [71], for modeling studies from micro–to global scales]. 

The principal equation for the Jarvis-type scheme can be stated as 
follows (see Noilhan and Planton [72]): 
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 F3 = 1 - 0.025.D , (9c) 

 F4=1-1.6X10-3(298.0-Ta)2 . (9d) 

In the above, G is the net radiation reaching the foliage, Gl is the radiation 
limit at which photosynthesis is assumed to start (about 100 W m-2 for 
crop-like vegetation).  Similar to Rsmin, it is necessary to prescribe the 
maximum stomatal resistance (Rsmax) the foliage can practically offer, and 
it is generally set at a constant value of 5000 s m-1 (see Niyogi and Raman 
[1], Schulze et al. [67], Kelliher et al. [68]).  In the F2 term (eqn. 9b), w2 is 
the deep soil moisture (at 1m below the surface) and wwilt and wsat are the 
wilting and saturated soil moisture values for the soil (see Clapp and 
Hornberger [73], Cosby et al. [74], and Noilhan and Planton [72]).  Of the 
remaining terms, D is the vapor pressure deficit given by [esat(Ts) –ea)]; 
where esat(Ts) is the saturated vapor pressure at the surface temperature 
Ts, and ea is the vapor pressure at the ambient temperature Ta. 

Several other forms have been proposed. Wesley [24] adopts one 
such. In their formulation, it is assumed that stomatal resistance is 
principally controlled by solar radiation giving,  

 Rs = Rsmin . Dhx [1 + {200/ (G +0.1)}2 ] [400 / Ta (40 – Ta))] (10) 

where Dhx is the ratio of the diffusivity of water vapor to that of the 
gaseous pollutant in air.  Typical values of Dhx for some pollutants are 1.9 
for sulfur dioxide and vaporous nitric acid, 1.6 for ozone, carbon dioxide, 
nitrogen dioxide, and nitrous acid, 1.4 for hydrogen peroxide, and 1 for 
ammonia. 

In addition to the Rs calculations, other resistance pathways (such as 
cuticular, mesophyll) still need to be estimated.  A popular choice for 
developing the different resistances for vegetated surface is given by 
Wesley [24] and Walmsley and Wesley [75].  Rc is considered to be a 
combination of stomatal (s), mesophyll (m), upper canopy leaf cuticle 
(lu), gas phase transfer through convection (dc), lower canopy (cl), 
canopy height and density (ac), and ground surface (gs) resistances. Thus, 

 Rc = [(Rs + Rm) –1 + Rlu
-1 + (Rdc +Rcl)–1 + (Rac + Rgs)-1]-1   (11) 

In the above, Rs can be calculated following eqns. (8, 9 a-d, and 10).  The 
mesophyll acts as an interface for the gases to react with the foliage 
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humidity and the resistance of this exchange is dependent on the gas 
kinetics alone.  Hence a gas reactivity based resistance pathway is 
adopted, as the gases pass through mesophyll: 

 Rm = (H / 3000 + 100 . f) –1 . (12) 

In eqn. (12), H is the Henry’s law constant and f is the reactivity factor for 
the gas.  For relatively inert gases such as sulfur dioxide, ammonia, and 
nitric oxide f = 0, for moderately reactive gases such as nitrogen dioxide, 
and nitrous oxide, f = 0.1, and for reactive gases such as ozone, and 
hydrogen peroxide, Wesley [24] suggests, a value of f = 1.  The cuticular 
resistance term (Rlu) is calculated in a manner similar to the mesophyll 
resistance.  For a dry surface,  

 Rlu = R’lu. (10-5 . H + f) . (13a) 

In this calculation, R’lu is a default resistance factor assigned as a function 
of landscape (land use) and the season (see Wesley [24]).  Typical values 
range from 2000 s m-1 in midsummer for green vegetation to about 9000 s 
m-1 during winter.  The cuticles due to their functional role in plant 
transpiration are highly responsive to moisture availability.  Hence the 
cuticle resistance also changes significantly due to variations in surface 
wetness (see Fuentes and Gillespie [26]).  Under humid conditions, the 
cuticle resistance is largely controlled by the hygroscopic properties of 
the exchanging gas.  Wesley [24] suggest an adjustment as, 
Rlu=[1/W+1/(3Rlu)]-1.  Considering ozone for instance, the resistance 
value (referred to as Rluo) under moderately wet conditions, such as dew 
formation, can be calculated with W = 3000 and with W = 1000 for rain 
wetted conditions.  Wesley [24] provides another limit specifically for 
sulfur dioxide transfer.  For this, they suggest Rlu as 100 s m-1 for dew 
wetted conditions and 50 s m-1 for urban regions.  Additionally, W is 
assigned a value of 5000 for the rain event.   For any gas other than sulfur 
dioxide and ozone, in wet conditions, use of the following equation, is 
suggested: 

 Rlu, wet = [1 / (3 Rlu,dry) + 10-7 H + f / Rluo]-1 . (13b) 

Sutton et al. [76] proposes an alternate general formula, based on 
different laboratory and field measurements.  They consider relative 
humidity (rh) control on the resistance, which is more convenient to 
model rather than dew and rain.  They propose: 
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 Rlu = 2 exp ([100 – rh]/12) . (13c) 

The depositing matter has to encounter two additional resistances, 
namely the lower canopy (Rcl) and the ground surface (Rgs).  Typically, 
the resistance values for both ozone and sulfur dioxide are of the order of 
200 s m-1 for the ground surface and of the order of 1000 s m-1 for the 
lower canopy resistance.  Using these resistance values for sulfur dioxide 
and ozone, more generalized formulae for the resistances are derived, 
yielding: 

 Rclx = [ H /(105. Rcls) + f / Rclo]-1 , (14a) 

 Rgsx = [H / 105 Rgss) + f / Rgso]-1 .  (14b) 

Based on several observations, it is recognized that surface temperature 
has a significant control over the cuticular, lower canopy, and the ground 
surface response to depositing matter.  For lower temperature, Walmsley 
and Wesley [75], suggest a correction term Rlow=103.exp(-Ta–4), to be 
added to the resistance such as Rlu, Rcl, and Rgs.  

Finally from eqn. (10), the buoyant–convection resistance is a 
function of radiation and the slope of the terrain (ϑ, in radians) and is 
estimated as, Rdc=100[1+1000(G+10)-1].(1+1000ϑ)-1.  The slope can be 
conveniently assumed to be zero in a regional scale analysis [43], [44]. 
Knowing the different resistances, surface–atmosphere exchange fluxes 
can be obtained (cf. Kramm et al. [38]), by explicitly representing the 
vegetation–atmosphere exchange (Ff) and the ground surface and the 
atmosphere flux (Fg):  

 Ff = - [(cf – H.cint). (Rs + H.Rint)-1 ] – [(cf – ccu).(Rcu)-1 ]  

                     – [(H.Rwf)-1 . (cf – H. Cwf)] , (15a) 

 Fg = - [(cg – H.cwsl). (H.Rwsl)-1 ] – [(cg – csl).(Rsl)-1 ] . (15b) 

In the above equations, c and C refer to surface and aqueous state 
concentrations, and subscripts f, int, cu, and g correspond to the foliage, 
intercellular cells, cuticle, and ground surface levels respectively.  H is 
the Henry’s law constant, R is the resistance offered to the exchange, 
while the additional subscripts, namely, wf, and wsl refer to the wetness at 
foliage, and the soil surface.  An alternate deposition flux 
parameterization involving K-theory along with a vegetation canopy–
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atmosphere interface can be found in Underwood [77].  Note that since 
the resistance is function of the surface they represent (vegetation or 
ground), it has to be normalized by the surface area.  For a grid, this can 
be normalized by vegetal cover fraction (veg).  Thus for the foliage the 
effective resistance will be obtained by normalizing through veg, and the 
soil resistances by (1-veg).   

An important aspect for operational models is that it is only the net 
effect (combined resistances of all the vegetative and surface parameters) 
that is required (as Rc) in estimating Vd.   Hence, while designing the gas 
exchange system, one can either approach it in the detailed analysis as 
eqn. (11), or represent the Rc term by scaling the Rs over the entire canopy 
through LAI.  Thus most models adopt, 

 Rc = Σ Rs . LAI.  (16a) 

Further, to account for the differences in the surface characteristics due to 
vegetal cover, the effective Rc can be represented as, 

 1 / Rc,eff = veg / Rs + (1-veg)/ Rsoil . (16b) 

Knowing Ra, Rb, and Rc, gas deposition fluxes can be obtained.  
One of the effects of the material deposition is that it reduces the 

material to be dispersed further downwind.  This can be adjusted through 
a net reduction in the mass transfer over the grid boundaries or as an 
effective reduction in the emission source strength for subsequent time 
steps (see Horst [78], Arya [53]).   

3 Terrestrial biosphere as a source and sink 

One of the limitations of the approaches and formulations presented until 
now is that they do not explicitly account for the changes in the 
source/sink relationship discussed earlier.  As observed with the biogenic 
VOCs, for example, the resistance pathways need to be designed for bi–
directional exchanges so as to be generalized.  To address this issue, 
recent efforts are directed towards the development of modified flux 
emission–deposition approaches that would account for bi-directional 
exchanges.  We will discuss this issue, using of two recently published 
studies as examples: Xu et al. [29] and Sutton et al. [79].  The Sutton et 
al. [79] study focuses on the traditional bi-directional issue namely that of 
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the ‘ammonia compensation point’ (see Farquhar et al. [80], [81]).  
Ammonia can be efficiently deposited to moist surface and get converted 
to ammonium.  However, the leaves themselves generate ammonium 
radicals in plant tissues.  This ammonium can be subsequently dissociated 
resulting into ammonia release in substomatal cavity.  Such a 
compensating scenario can lead to an equilibrium in the direction of the 
mass flow (emission or deposition), depending on the ambient pollutant 
concentration.  We will review this issue in more detail because of its 
importance for the development of bi-directional exchange models.  The 
Xu et al. [29] work on the other hand, is of interest, because it deals with 
a regional scale application of mercury emission and deposition and is 
based on regression equations-based flux assumptions.  Thus it differs 
from the more mechanistic ‘compensation point’–based studies.  

Hanson et al. [82] provides an observational evidence of the bi-
directional flow of the mercury mass exchange in the terrestrial 
ecosystem.  The starting assumption of the regression–based models, such 
as Xu et al. [29], is that there is a non-causal relation between 
evapotranspiration and surface emission.  Following this assumption, a 
biogenic/surface pollutant (mercury) emission rate (Fc) can be assumed, 
as a product of surface evapotranspiration (Ec), and pollutant 
concentration (Cs) at the surface soil solution, Fc = Ec.Cs.   Interestingly, 
a similar approach was recently successfully adopted by Pleim et al. [54] 
to develop deposition estimates from field observations.  Under wet and 
unstressed conditions, the evapotranspiration is assumed to be small and 
the vegetation is conducive for deposition. 

Ec can be estimated from routine climatic information (temperature, 
humidity, and rainfall, see Mahfouf [83]) or from detailed 
micrometeorological observations (see for example, Pleim et al. [54]).  
Additionally, Ec can be estimated using detailed soil–vegetation–
atmosphere-transfer (SVAT) models such as that of Deardorff [84], 
Noilhan and Planton [72], Alapaty et al. [69], Wetzel and Change [70, 
and Xue et al. [85] that are embedded in different mesoscale and regional 
scale models.  Alternatively empirical relations such as the Penman– 
Monteith equation (see Acs [86], and Monteith and Unsworth [87]) can 
be used to develop Ec estimates.  Xu et al. [29], for instance, used the 
Penman–Monteith relation for estimating Ec along with a soil-water-
deficit factor of Raupach [88].  They estimate Rc as (Rsmin / fm), where fm 
is a function of soil  water deficit (M).  For values of M between 0 and 5 



Mesoscale Atmospheric Dispersion, 2001, Ed. Z. Boybeyi, WIT 
Publications, Southampton, UK, Advances in Air Pollution, Vol 9, p. 424.  

cm of water, fm  is 1, for M greater than 20 cm of water, fm is 0.  For 
intermediate ranges of  M, fm  is linearly scaled as (20– M)/15.  In addition 
to this transpirative control of pollutant emission, the regression-based 
models also relates soil surface emissions using surface variable such as 
soil temperature, radiation, and soil moisture status.  In their study, Xu et 
al. [29] adopt a regression model based on Carpi and Lindberg’s [89] 
observations.  They develop an equation of the form, 
log(Fsoil)=a.(Tsoil)+b.  The coefficients a and b are  hypothesized to be a 
function of surface characteristics such as soil wetness.  In the case of 
mercury for instance, Xu et al. [29] use values of a = 0.057 and 0.064, 
and b = -1.7 and –2.03.   Concurrently, the deposition flux is obtained by 
estimating Vd as discussed earlier.  Their results show some typical 
features that are of relevance to mesoscale models.  First, there is a strong 
diurnal variability in both the emission as well as the deposition rates.  
Second, the transfer velocities for emission as well as deposition, are 
coupled with land–use pattern.  This difference is principally due to the 
variations in the Rc term as a function of the vegetation/surface changes.  
The deposition rate was about 10 % of the emission for agriculture 
landscape.  This increased to about 15 to 20 % for urban areas and about 
20 % for forests.  As discussed earlier, the availability of surface moisture 
has a profound impact on deposition estimates (see Harley et al. [90]).  
For mercury, Xu et al. [29] estimate a 11 % change in the area averaged 
dry deposition for 1 % wet surface.  

Though in this study, the model processes are not causal in their 
formulation, they serve as an example as to how data from field 
experiments can be adopted in developing regional scale scenario 
evaluation for air–surface exchanges (see Lemon and van Houtte [91]).  
Indeed it is possible to develop statistical–dynamical couplings for other 
terrestrial emissions such as isoprene, monoterpenes, and different 
nitrogenous compounds.  These models are also computationally efficient 
due to their analytical form and simplicity.  An additional feature is that 
such models allow an easier interpretation of the cause–effect relationship 
often sought for policy development [65].   

However, there are some limitations, when dealing with such 
statistical–dynamical relations.  One, typically they cannot help develop a 
general scenario, as the range over which they can be applied could be 
fairly limited.  The range over which observations were available for 
developing such regression relations generally sets these limits.  Two, 
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these relations are developed from observations which can have a 
significant error bar (sometimes of the same order of magnitude as the 
mean observed value itself, see for example, Fowler et al. [92]).  This 
introduces significant uncertainty in the results.  Dynamical processes can 
be fairly compensatory over a wide range, while in the statistical relations 
the uncertainty persists (cf. Niyogi et al. [56]).  Third, the functional form 
used in developing the relations can make the system biased towards 
emission or deposition, and thus create a difference in the direction of the 
mass flow.  As an example, the Xu et al. [29] study, adopts the use of 
logarithm in emission term, making it biased for positive values, namely 
emissions as against deposition.  Fourth, unless explicitly specified, the 
statistical models often cannot account for effects of co-varying or second 
order interactions in the environmental system [93].  For instance changes 
in the basal characteristics of the biogen such as the emission rate (e.g., 
Monson et al. [94]), or seemingly contrasting changes in the physical 
characteristics (such as increased radiation as well as humidity, increased 
air temperature and lowered foliage temperature) can lead to very 
different results in the modeled outcome and reality (see Nikolov et al. 
[95]).  

For such reasons, the ‘compensation point’ approach [80], [81], [82] 
appears more encouraging for developing bi-directional models.  A study 
by Sutton [79] which develops and applies the bi-directional exchange for 
ammonia is discussed here.  As discussed earlier, due to the physiological 
emission of the ammonium radicals and their subsequent dissociation 
form ammonia, the concentration flux can vary its direction and 
magnitude significantly [96]. Indeed a similar case can be made for 
mercury and several other VOCs.  

Following eqns. (1) and (7), gradients in the surface concentrations 
can be used for estimating surface fluxes.  As a first approximation, 
Sutton [79] assume that the surface concentration is zero and that the gas 
concentration at reference level can yield a gradient for calculating the 
fluxes.  These fluxes can be linked with total resistance (RT) following 
eqn. (7).  Then Ra, and Rb can be calculated following eqns. (3), (4), and 
(5).  Knowing RT, Ra, and Rb; Rc is obtained as a residual resistance term.   
This Rc is then used with other meteorological and chemistry datasets 
(observed or modeled) to generate corresponding flux values.  Meyers 
and Paw [97], as well as Meyers and Baldocchi [98]  used a similar 
approach both with observations as well as vegetation models.  However 
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in their study for nitric acid deposition, they assume a zero resistance 
from the canopy for exchanges between the surface and the overlaying 
atmosphere.  

Indeed such approaches do not provide a mechanistic feedback 
between physiological changes and the environment.  However it can 
provide a better analysis mode for bi-directional fluxes for specialized 
fields experiments in which detailed observations are available against 
which robust regression models can be generated.  To introduce the 
physiological feedback, the resistance terms can be linked to yield a 
compensation concentration point (Ccp), 

 Ccp = Cr + Fi . (Ra + Rb ) . (17) 

Using the compensation point as a central parameter rather than Rc, a 
flux–resistance approach can be developed.  

Total flux has to be conserved between cuticle (Flu) and the stomata 
(Fs).  This yields,  Fw=Ccp/Rlu and Fs=[Ccps–Ccp]/Rs, where Ccps is the 
compensation point for the stomata (rather than the canopy), and is 
calculated similar to eqn. (17) as, [Cr+Fi.(Ra+Rb+Rs)].  The cuticle 
resistance can be estimated from eqn. (13 a, b, c), and a generalized 
compensation point can be obtained as, 
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In eqn. (18), the effect of soil emission can be introduced by simply 
adding one more soil flux term  (Fsoil) in the numerator (see Sutton et al. 
[99]).  It is important to note that the soil flux term added thus will not be 
a constant background type additive correction to the bi–directional flux 
model (see Carpi and Lindberg [89]).  Since the flux is introduced in a 
manner similar to altering the resistance, there will be feedback in the leaf 
surface/stomate and the soil exchanges.  Indeed such an additive flux 
emission is a simplification and more explicit and detailed representation 
may be necessary for regions in which soil surface emissions are 
dominant [89].  One example of such a case could be an animal waste site 
in agricultural utility regions.   Since by definition, at compensation point 
there will not be any mass exchange, eqn. (18) can be simplified to yield,  
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Using eqn. (18), Sutton et al. [79] obtain results that agree well with 
observations for bi–directional flux transport over a wheat canopy.  
Though the above example is not unique and other researchers have 
proposed similar exchange models even within a gaussian plume 
framework (see for example, Asman [100]), two features deserve 
additional mention.  First, the example demonstrates a method in which 
the existing deposition velocity–resistance relations (eqn. 6) can be 
conveniently modified to configure the bi-directional exchange within the 
modeling system.  This can be achieved at a landscape as well as at a 
regional scale.  Second, leaf and canopy scale processes have profound 
impact on the landscape flux characteristics.  Related to the leaf scale 
control issue, several studies such as Rondon and Granat [101], Monson 
et al. [94], and Schjoerring et al. [93], for instance, provide observations 
on the physiological control of plant–atmosphere exchange.  They find 
convincing evidence that stomatal conductance (inverse of resistance) 
controls the exchanges; and physiological variables such as foliage 
temperature, for instance, couples tightly with the exchange fluxes.  The 
models discussed so far, have an advantage that they represent the 
modeling process within the traditional meteorological/environmental 
approach itself (see Fig. 2). For bi–directional exchanges, due to their 
very nature, models are needed to explicitly account for the physiological 
responses.  Efforts are underway to couple biological processes with 
meteorological models thus giving an opportunity to develop realistic 
surface–atmosphere exchange modules.  In the following section, we will 
discuss these model formulations in more detail.  

3.1 Biosphere atmosphere exchanges by physiological approach 

As described in Niyogi and Raman [1] and Niyogi et al. [60], for the 
environmental Jarvis-type schemes, it is the ambient environment or the 
meteorology that is a dominant factor, in determining the stomatal 
resistance.  Lack of physiological feedback may be valid for various 
routine field situations.  However, there is increasing evidence that the 
physiological feedbacks in the form of biochemical stimuli or plant 
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photosynthesis are a requisite causal indicators of the stomatal activity 
terrestrial exchange.  Here we discuss the physiological Gas exchange 
and surface Evapotranspiration Model (GEM) developed by Niyogi et al. 
[28], [61], [62], [103] and Niyogi and Raman [102].   

GEM considers Rc as a combination of various resistances at the 
surface (vegetated or bare soil), to yield an areal average for each grid 
point in the numerical model, 

 Rc = (1-veg) Rsoil + (veg) Rs . (20) 

Unlike the meteorological/environmental formulations, Rs is taken 
as a continuum between soil thermal and hydraulic feedback in terms of 
the surface energy and soil moisture balance, and the canopy processes.  
The model considers mechanistic leaf scale gas assimilation/ 
photosynthesis, evapotranspiration and energy balance, along with a 
dynamic link with the atmosphere through mass and energy transfer as 
well as gas exchange (cf. Cowan [63], Elssworth [104], Niyogi and 
Raman [1]).  The logical flow in GEM is as follows: stomatal resistance 
(rs) is inverse of stomatal conductance (gs); conductance is known to 
correlate with carbon assimilation or photosynthesis (An) (cf. Wong 
[105]); and the photosynthesis is dependent on the biophysiochemical 
state of the foliage and its surrounding environment such as carbon 
dioxide at surface (Cs), within the leaf cells (Ci), and humidity at leaf 
surface (rhs) (cf. Farquhar et al. [81], [106], Farquhar and Sharkey [107]).  

In GEM, stomatal conductance (gs) is estimated following the Ball-
Woodrow-Berry model (see Ball [108], [109], Niyogi and Raman [1] as 
well as a critique by Aphalo and Jarvis [110], Mott and Parkhurst [111], 
and Monteith [112], [113]). Accordingly, 

 gs = [m . An. rhs / Cs] + b . (21) 

Photosynthesis or carbon assimilation [11], [114], [115], is taken as the 
residue of gross carbon assimilation (Ag) and loss due to respiration (Rd).  
Ag is taken as the weighted minimum of three limiting functions, namely, 
assimilating efficiency of photosynthetic enzymes (Rubisco limited; wc), 
radiation (we), and carbon dioxide (ws) (see Collatz et al. [116], [117]). 
Giving,    

 w Vc m=  , (22a) 
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Figure 3.  Flowchart showing the decision process in solving the iterative 
gs – An equations in GEM. (Based on Sellers et al. [125], Su et 
al. [127], Niyogi et al. [102])  
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 w PARe = −. .( )ε ωπ1  , (22b) 

 
w
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m i=
20000. .   (22c) 

where ε  is the intrinsic quantum efficiency for corbon dioxide uptake, 
and ωπ is the leaf-scattering coefficient for photosynthetically active 

radiation (PAR, see Sellers et al. [118], Niyogi et al. [61], [62]).   Vm is 
estimated as a function of soil moisture and ambient temperature [117], 
[119].   P is the atmospheric pressure, which is prescribed or obtained as a 
tendency term in the meteorological model, and PAR is calculated 
following Noilhan and Planton [72] as function of net radiation. Knowing 
wc, we, and ws, corresponding smoothed minima (cf. Collatz et al. [116]) 
gives the gross primary productivity (Ag).  Knowing Ag photosynthesis 
(An) can be calculated by taking off the loss in resources due to respirative 
processes (Rd).  Following Collatz et al. [116], Rd can be taken as certain 
percentage (1.5 to 2.5 %) of Vm.   Another approach developed and 
presented in Goudriaan et al. [120], Kim and Verma [121], van Heemst 
[122], Jacobs et al. [123], and Calvet et al. [119] is also available.  
Accordingly, Rd is parameterized as 0.11 Am, where, Am (or Am,max) is the 
maximum assimilation rate [67] limited through carbon dioxide deficit 
(see Jacobs et al. [123], Jacobs [124]), and mesophyllic conductance (gm) 
as, 

 

 A A g Cm m m i= − − −,max [ exp( ( )]1 Γ ) / Am,max  , (23) 

gm is parameterized following Calvet et al. [119], and Niyogi et al. [61], 
[62],  
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In the above, gm,max is typically of the order of 17.5 x 10-3 m s-1, S1 and S2 
are landuse based temperature coefficients.  Sellers et al. [125], [126], 
provide look-up tables for these coefficients as a function of vegetation 
type.   Tc is the surface temperature, and w2, wwilt, and wsat are the deep 
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(root level) soil moisture, and the wilting and saturation capacity of the 
soil.  All the variables are either specified as a function of the landuse or 
determined prognostically in the SVAT module in GEM.  Obtaining gb, 
the carbon dioxide concentration at the leaf surface (Cs) can be estimated 
following Su et al. [127] as, 

 
C C

A
gs a

n

b
= − . (25) 

From eqn. (25) a first estimate of gs is made.  Closure is obtained by 
estimating Ci as,  

 
C C

D A P
gi s
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.  . (26) 

Dhx is the diffusivity ratio to accommodate for different gases, as 
discussed earlier [24].  The set of equations is solved in an iterative mode 
till a convergence is achieved.  Finally in GEM, a lag is introduced for the 
changes between (from or to) physiological and the ambient environment 
(see Jones [128] for observations and Su et al. [127] for large eddy 
simulation results).  Accordingly the temporal stomatal response gs(t) for 
the steady state stomatal conductance, gs,  is introduced based on the 
stomatal conductance value for the prior time step gs(t-1) giving,  

 
g t g t g g t k t

s s s s( ) ( ) [ ( )] [ exp( ( )]= − + − − × − −1 1 1 ∆
τ  . (27) 

GEM and similar modules (SiB2 [125], CANVEG [129], [130], IBIS  
[119]) can be efficiently coupled to any PBL or mesoscale model through 
surface energy balance and SVAT [1], [69], [72], to achieve complete 
integration.  Figure 3 shows the process flow chart for the physiological 
terrestrial atmosphere exchange. In GEM, the Ball–Berry model for the 
gs–An relation is used. Niyogi and Raman [1] review additional 
physiological approaches, one of which is vapor pressure deficit (D)-
stomatal conductance (gs) and – carbon assimilation (An) analytically 
relation of Jacobs et al. [123].  Calvet et al. [119] describe a recent 
application of such a model and a summary is presented here. 

The gas (water vapor) exchange parameterization is efficiently 
linked with a stomatal conductance model through gas concentrations and 
a canopy scaled conductance.  They use the following equation: 
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 Gs = gs
* + E Ma / Mv . (Cs + Ci) / [2 (Cs – Ci)] , (28a) 

 gs
*= 1.6 gsc

*  + gc , (28b) 
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 Ci / Cs = f + [(1 – f)  (Γ / Cs)] , (28d) 

 f = fo ( 1 – D/ Dmax) + fmin (D/Dmax) , (28e) 

where gc is the cuticular conductance, Ma, and Mv are molecular masses of 
air and water vapor, Γ is carbon dioxide compensation point.  This is the 
CO2 leaf intercellular concentration, below which, leaf is unable to carry 
out photosynthesis, due to photorespiration.  The compensation point is 
about 45 ppm for woody trees, and 3 ppm for grassy landscape.  Leaf 
transpiration E is estimated as ρagsDs.  fo  is value of f  for Ds=0, and is of 
the order of 0.85 for woody trees, and 0.5 for grass.  Following 
Choudhury and Monteith [131], Dmax is often taken as 45 g kg-1.  Using 
this formulation Calvet et al. [119] find good agreement between 
observations and predictions for different cases.   Indeed some studies 
[110], [111], [112], [113] question the causality of relative humidity 
based gs–An relations such as the Ball–Berry model, and prefer the vapor 
pressure deficit approach (see also Dougherty et al. [132]).   In reviewing 
different gs formulations Niyogi and Raman [1] and Niyogi et al. [60] 
conclude that at short time scales (few hours) the two approaches indeed 
provide different values.  Qualitatively both the humidity representations 
were similar in their functional form and responses, but different in terms 
of their numerical outcome.  These results suggest it is important to 
choose the canopy resistance scheme appropriately depending on the 
trace species and their humidity dependence.  Further it may be often 
necessary to independently evaluate the resistance pathways for the trace 
gas and pollutant, and their successful validation for surface energy 
balance and meteorological models may not be sufficient criteria for 
choosing one formulation over another. 
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4 Regional mapping 

Until now, we discussed different modeling approaches in the 
development of deposition and bi-directional fluxes.  One of the major 
issues in including such an analysis for a mesoscale model, is the scaling 
of the deposition estimates to a regional scale.  In this section, we will 
discuss the application of the various formulations and the techniques 
used for such scaling.  

Studies involving regional mapping of deposition and regional mass 
balance recognize the limitations of point observations [133].  Most 
observations are limited in time and space and cannot be efficiently used 
for generating spatial distributions or maps.  This issue is discussed 
following a recent deposition mapping exercise adopted for the United 
Kingdom using observational data alone [49]. 

A literature review is generally necessary for various deposition 
velocity estimates as a function of measurement techniques, landscape 
characteristics as well as the pollutant.  The reported Vd values for 
different gases include: nitric oxide ranging from 10-4 to 2 mm s-1 over 
soil and about 1 mm s-1 over vegetation [134], [135]; nitrogen dioxide 
from 2 mm s-1 over grass [92], 3 to 7 mm s-1 for forest surface, as well as 
sand and clay soils [136], [137], to 13 mm s-1 for alfa-alfa grass [4]; 
peroxy acetyl nitrate (PAN) from 2 mm s-1 over grass [9] to 8 mm s-1 over 
alfa-alfa [4], 0.9 mm s-1 for acidic moorland to 2 mm s-1 over calcareous 
soil/patchy grass [138].  Erisman and Baldocchi [51] and Erisman et al. 
[139] summarized recent sulfur dioxide deposition estimates from various 
studies.  They report values ranging from 1 mm s-1 to 20 mm s-1, for bare 
soil to coniferous forests, with the higher values for forest landscape (see 
also Rondon et al. [140]).  Various such measurements are available from 
field programs though mostly in the U.S. and the Europe. Using these 
values of Vd, with representative concentration values, deposition fluxes 
are calculated.  These fluxes are then mapped using geographical 
information system (GIS) based approaches.  

Models are still widely used due to lack of observations in many 
cases.  For example, Duyzer and Fowler [49] report absence of PAN 
observations over forest region, and nitrous acid and resort to using 
Wesley’s [24] model (which yielded a value of 5 mm s-1 for PAN and 10 
mm s-1 for nitrous acid) for the forest landuse.   Similarly there is a need 
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to generate diverse climatic scenario for different landscapes since 
moisture has a major effect on the deposition potential.  A typical 
approach involves following steps.  First high-resolution surface features, 
and emission inventory of the pollutant to be analyzed is generated.  The 
emissions are fed in to an environmental/air pollution–deposition model.  
The model also requires climatological or prognosticated humidity, 
precipitation, temperature, winds, and radiation fields [141], [142].  A 
high-resolution surface data set comprising of vegetation type, soil type, 
leaf area index, roughness length, and vegetation characteristics is 
required.  The accuracy of the surface data will determine to a large 
extent, the appropriateness of analyzed and predicted deposition fields.  
The resulting distributions are generated hourly or integrated over month, 
season, and year.  The generated estimates can be used for mapping the 
zonal susceptibility (see for example, Singles et al. [143]).  

In addition to surface observations, use of satellite data will be 
beneficial for providing input values for generating mesoscale model 
based deposition output.  While developing the bi-directional models, we 
discussed the relations between evapotranspiration and the gas exchange 
fluxes.  Taconet et al. [144] present a canopy resistance model based on 
thermal infrared remote sensed data:  
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Here, c1 is of the order of 0.03, and other variables are similar as 
described in eqns. (8) and (9).  Similarly, Nemani and Running [145] 
successfully tested the potential of using spectral index-NDVI 
(normalized differential vegetation index) for evapotranspiration and 
hence Rc estimates.  Studies such as Asrar et al. [146], for instance, have 
established the correlation between leaf area coverage and the 
infrared/red band values [147], [148]. Green leaves, due to the presence 
of chlorophyll, absorb radiation in red wavelengths.  Hence red 
reflectance (RED, 0.55–0.68µ) is negatively correlated with chlorophyll 
and green vegetation, while the near infrared (NIR, 0.73–1.1µ) is 
scattered by the physiological characteristics of the leaves. NDVI is 
calculated as: 

 NDVI = [(NIR – RED) / (NIR + RED)].  (30) 
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Nemani and Running [149] obtain a relation between LAI and NDVI as: 

 NDVI = [ln (LAI / 0.65)] X 34 . (31) 

Using this as a starting point, Nemani and Running [145], represent a 
relation between surface temperature (Ts) and NDVI of the form,  
Ts=a+b NDVI.  For their data they obtained  a ranging  from 28 to 60 and 
b from  24 and 45.   They refer to the slope of the Ts-NDVI best fit as σ, 
and deduce a relation between σ and Rc as: Rc=-ln(σ/48)X(-10).    

Additional details regarding such an approach in mesoscale–regional 
landscape perspective can be found in studies such as Cihlar et al. [150], 
Seevers and Ottmann [151], and Szilagyi et al. [152].  Indeed, 
development of Rc estimates allows regional deposition assessment for 
models.  The above approach is attractive as it has direct relevance for 
biospheric models that seek information regarding surface characteristics 
from satellite data [126].   In the final section, we will hence describe 
such a methodology, for Rc estimation with both the Jarvis-type and the 
physiological gs–An models in perspective [118], [126], [153], [154].   For 
instance, Sellers et al. [118] proposed,  
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where a1, b1, c1 are specie dependent constants.  Using different 
parameterizations (for e.g., Charles–Edwards and Ludwig [155], Jarvis 
[64], Farquhar et al. [106], and Collatz et al. [116], [117]),  Sellers et al. 
[118] estimate the constants to be 13966, 0.1, and 28 respectively.  F.n is 
the normal component of the vector flux for PAR, and f(T), f(w2), f(e) are 
the temperature, soil moisture, and vapor pressure deficit, as explained in 
eqn. (9).  The canopy conductance (inverse of resistance), which is used 
for estimating surface deposition, can be obtained by integrating the 
conductance over canopy LAI.  In developing radiometric data based 
biophysical parameters, in addition to NDVI (eqn. 29), Sellers [153] use 
the Simple Ratio (SR) (defined as ratio of NIR to RED).  Under conditions 
such as uniform canopy, dark soil, and light to moderate water stress 
following relation can be established:  
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However for physiologically intensive photosynthesis–based schemes, 
Sellers et al. [118] extend eqn. (32) to yield,  

 ∫ ><=
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where < > refers to area–integral and spatial averages (S is area of the 
region), the and SVI is spectral vegetation index such as SR and NDVI.  
Thus the adaptation of the spectral indices as obtained through satellite 
imagery for instance, into mesoscale models will be governed by the type 
of resistance formulation adopted.  In summary, spatial averages of the 
spectral indices can yield spatial averages of canopy conductance (inverse 
of resistance).  A functional form can be deduced based on leaf 
biophysical properties (such as radiation limit and Vmax, see Goudriaan 
[156]), photosynthetically active radiation (PAR) usage over the canopy, 
and environmental feedback through forcings such as temperatures, 
humidity, and moisture availability:  

 

[ ] [ ] [ ]
[ ] [ ] [ ]

g V F F

g Leaf operties PARUsage EnvironmentalFeedback

c o i

c

≡ ∏

≡

max , . .

Pr . .   (35) 

Additional description on the use of spectral indices for biophysical 
processes can be found in Asrar [157].  Significant uncertainty has to be 
assigned due to limitations in spatial resolution, and the heterogeneity of 
bio-physiochemical as well as radiative properties within model 
landscape.  However, the radiance based approach for a mesoscale air 
pollution modeling appears to be quite promising for mesoscale 
deposition analysis.  

5 Summary and concluding discussion 

We have discussed the role of vegetation and terrestrial biosphere in the 
mesoscale air pollution systems.  Generally the surface acts as a sink and 
aids gaseous deposition.  Accordingly, we discussed the development of 
different parameterization schemes using a resistance pathway between 
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the aerodynamic, surface boundary layer, and the depositing surface.  
Such schemes can be categorized under Jarvis–type environmental or 
meteorological exchange schemes in which the biospheric characteristics 
are not dominantly interactive.  In addition to being a sink, the terrestrial 
biosphere can also be a significant source for what is referred to as 
biogenic emissions.  Examples include gases such as isoprene, 
monoterpene (which can be photochemically transformed into ozone), 
nitrogen compounds, and mercury.  Such scenarios provide an impetus 
for implementation of a generalized bi-directional surface–atmosphere 
exchange processes in air pollution models.  The bi-directional exchange 
is parameterized principally through development and modification of 
surface resistance schemes.  

Two developments were discussed in which the Jarvis-type 
environmental approach could be utilized.  The first involves adopting a 
statistical regression equation based estimation of the exchange flux.  The 
second method is based on a ‘compensation point’ approach.  In this, the 
differences in gas concentration within the canopy (surface) and the air 
around it determine the direction of flux transport.  In addition to the 
modifications to the Jarvis-type schemes, a physiologically intensive 
surface–atmosphere exchange was also discussed.   In this the exchange is 
not only controlled by the environmental forcing, but also by the within 
canopy bio-physiochemical reactions.  A methodology for coupling such 
exchanges in mesoscale air pollution systems was discussed.  Finally a 
critical component of adopting such surface–atmosphere deposition or 
exchange modules in the mesoscale perspective is the regional scaling.  
Here we presented use of the parameterizations discussed earlier using 
both observations as well as model simulated exchanges at a regional 
scale.  In addition to the surface observations, application of remote 
sensed radiometric data and the spectral indices was also linked (see Gao 
et al. [27]).  

One of the critical issues for future research in the mesoscale 
deposition estimates is the propagation of uncertainty in the analysis.  
Despite efforts such as the National Acid Deposition Program (NADP), 
there is still a paucity of experimental data to validate the regional scale 
deposition velocity estimates under diverse atmospheric conditions.  
Wesley and Lesht [158] estimate an uncertainty in estimates of deposition 
velocity of about ±30 % even with surface homogeneity.  In addition to 
the effect of inhomogeneity–a feature almost always encountered in 
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reality- mesoscale deposition estimates will have an uncertainty due to the 
interactive role of the reactive nature of depositing material.  Further, 
most deposition and mass balance studies have been performed over 
continental United States and Europe and the tropics still remain largely 
unexplored.  The vegetative feedback in the tropics is dominated by soil 
moisture availability [159] and hence the variations in the deposition 
velocity over an extended period would be of particular interest.  Overall, 
surface wetness and temperature significantly control the bi-directional 
fluxes in both tropics as well as other regions of the world (see Sharkey 
and Singsaas [160]).  

Hence, mesoscale models that do not have explicit parameterizations 
for surface moisture and surface temperature will have an inherently high 
uncertainty in estimating Vd values (see Niyogi et al. [28]).  Further, the 
resistance parameterizations are a function of landuse type, which lead to 
a simplification in the mass balance procedures at a regional scale.  The 
parameterizations are developed and often validated using observations at 
micrometeorological scale (few minutes, and few meters), while the 
estimates are applied for meso–to regional scale (Walcek et al. [161]). 
Wesley [24] suggests Vd estimates can be considered most appropriate for 
long term averages and time scales ranging over several weeks and large 
regions.  As that, the effects of diverse surface characteristics need to be 
averaged to ‘median’ values.  

Further, role of varying vegetative clusters, differences in vegetation 
characteristics (senescence or greening), and the chemical activity of the 
soil (alkalinity or acidic, see Finlayson–Pitts and Pitts [162]) is still 
largely unknown.  Duyzer and Fowler [49] outline three additional 
deficiencies in the regional deposition studies.  First, since deposition flux 
is a product of ground level concentration and deposition velocity, 
depending on the model vertical resolution, the average boundary layer 
concentration has to be converted to ground level concentration.  This can 
be difficult for chemically active species and for topographically and 
physiologically variable domain [18], [163].  Second, edges of major 
discontinuities such as forests and water bodies act as significant sinks 
[140], [164].  Special routines may be thus necessary for such complex 
terrain with regression–based interpolations for vegetative and 
topographical features.  Third, for mesoscale eco-physiological studies in 
which issues such as nutrient loading to watershed or acidic deposition to 
a sensitive biota are under consideration, subgrid scale processes become 
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critical.  Duyzer and Fowler [49] suggest statistical corrections for 
dynamical models for critical loading as a subgrid scale parameterization.  
In conjunction with such uncertainties, Lovblad and Erisman [165] and 
Erisman and Baldocchi [51], have developed interesting summary tables 
of the uncertainty in deposition estimates for Europe.  At a regional scale, 
they consider deposition to be modulated by different variables such as: 
emission strength, wind speed, roughness length, surface wetness, 
orography, co-deposition, canopy resistance, dry deposition, wet 
deposition, cloud and fog.   

Of these factors, for the entire Europe, highest uncertainty is 
estimated for dry deposition, in addition to factors such as surface/canopy 
resistance calculations, surface wetness and the role of fog and clouds that 
influence the deposition process.  It is pertinent to recognize that most 
experiments undertaken for validation of the Vd modules are under fair 
weather conditions which may not yield range of values valid for diverse 
situations often possible within model grid cells.  Additionally role of 
mechanistic models, such as the eco-physiological models described 
previously, at a regional scale need to be further evaluated.   Also role of 
water films on vegetation [18], co-deposition and canopy leaching is still 
unresolved [51], [79]. Indeed there are large gaps in our understanding of 
the processes related to deposition and bi-directional fluxes, as well as 
translation of these effects to a regional grid structure.  However, the 
issue is of pivotal importance for regional climate change, and socio 
economic policies.  Thus efforts in mesoscale air pollution studies should 
focus on developing modules for point to area (for converting microscale 
observations to mesoscale grids), as well as area to point (for satellite 
datasets to link with tower measurements) conversions.  Use of bi-
directional eco-physiological models coupled with dynamical models 
appears to be the most promising approach in developing universal 
terrestrial biosphere exchange scaling relations.  
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