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ABSTRACT

A satellite—-model coupled procedure for assimilating geostationary satellite sounder data was adapted to a
mesoscale analysis and forecast system jointly developed by the Naval Research Laboratory and the Air Force
Research Laboratory. The coupled procedure involves the use of the model output fields as the first guess for
the thermodynamic retrievals, Atmospheric thermodynamic profiles and ground temperatures were retricved from
obscrved radiances of the VISSR Atmospheric Sounder (VAS) on board the Geostationary Qperational Envi-
ronmental Satellite. The successive corrections objective analysis scheme in the mesoscalc analysis and forccast
system was modified to consider the horizontal spatial correlation of the satellitc data, The procedure was tested
using a wintertime case from the 1986 Genesis of Atlanlic Lows Experiment project. The retrievals gencrated
by the coupled method were modestly improved relative to independent stand-alone retrievals, Coupled analyses
and forecasts of temperature and moisture fields compared favorably to forecasts from a control run without the

VAS assimilation,

1. Introduction

As the focus shifts in operational weather forecasting
to use of mesoscale models with increasingly high res-
olution, the need exists to introduce data of sufficient
resolution to provide for the initial fields. Atmospheric
remote sounders, on board the Geostationary Opera-
tional Environmental Satellites (GOES) since 1980, are
a rcadily available source of mesoscale information. In-
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decd, their high horizontal and temporal resolutions are
ideally suited to mesoscale analyses and forecast mod-
els. However, the parameters observed by the GOES
sounders are not model prognostic variables but are
measures of spectral radiation, which can be represented
as infrared brightness temperaturcs. These brightness
temperatures are taken at various wavelengths associ-
ated with emissions from the earth’s surface and at-
mospheric gases. The information from the sounder may
be converted to meteorologically useful information us-
ing radiative transfer thcory. Converting the brightness
temperatures to ground and atmospheric temperatures
and moisture is complicated by the fact that the solution
to the problem is not unique. The nonuniqueness is in-
herent in the integral nature of radiative transfer in the
atmosphere and is a significant problem because the
integration is over a broad enough depth of the atmo-
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sphere that a variety of meteorologically realistic pro-
files can yield the same brightness temperatures to with-
in measurement error. Traditional processes to rcirieve
meteorological information from satellite sounders rely
on iterative procedures that require an initial guess of
the atmospheric thermodynamic profile (¢.g., Hayden
1988). The guess can be generated from climatological
data, upper-air analyses, or forecasts from a numerical
weather prediction model.

Given the above problems in assimilating satellite
sounder data into models, Lipton and Vonder Haar
(1990a) developed a satellite—mesoscale model coupled
approach. The coupled system works by using a me-
soscale model to provide the first guess for the retrieval
procedure. The deviations of the retrieved profiles ol
water vapor and ground temperaturcs from the first
guess are then interpolated back to the model grid and
the model values are adjusted accordingly. Next, the
model is integrated for another period of time. The cycle
of retrieval and model integration continues throughout
the assimilation phase. The fincscale vertical gradients
from the model arc retained while the broad-scale gra-
dients are adjusted to match the observed radiance.
There is some disagreement over the applicability of the
coupled procedure (Thompson and Tripputi 1994).
However, the technique has been successfully applied
to the assimilation of ground temperatures and atmo-
spheric water vapor for convective cases in eastern Col-
orado (Lipton and Vonder Haar 1990b), Texas (Lipton
1993), and Florida (Lipton et al. 1995) with generally
favorable results. In addition, a similar approach has
been implemented with global models and the Televi-
sion Infrared Operational Satellite (TIROS) Operational
Vertical Sounder (Gadd et al. 1995) with noticeable im-
provements to model forecasts.

Another method for assimilating satellite sounder in-
formation is four-dimensional variational analysis,
which shows great promise (Andersson et al. 1994). In
the variational approach the retrievals are obtained im-
plicitly and there is no need to account for correlations
between retrievals and background fields. However, this
approach is computationally very expensive.

The objective of the research reported here is to im-
plement and test the coupled technique of assimilating
geostationary satellite sounder data in a mesoscale anal-
ysis and forecast system that is being developed jointly
at the Air Force Research Laboratory (AFRL) and the
Naval Research Laboratory (NRL). The forecast and
analysis system is designed to run on a high-powered
workstation that would be deployed at a local forecast
office. For military applications, geostationary satellite
sounders are important data sources since unavailability
of ground-based observations is common in wartime
tactical situations. Incorporating the coupled approach
within the NRL/AFRL analysis and forecast system al-
lows the satellite data to be merged with analyses from
other data sources such as radiosondes and surface ob-
servations when available. A nonlinear vertical normal
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Fici. 1. Schematic showing the flow of the model-geostationary
sounder coupled approach. Two analysis cycles are shown,

mode initialization (Sashegyi and Madala 1993) is used
to damp out any spurious gravity waves that may be
generated by assimilating temperature data into the pre-
diction model. The inclusion of the initialization module
allows for the assimilation of atmospheric temperature
using the Lipton and Vonder Haar (1990a) technique.
The implementation of the coupled technique in the
NRL/AFRL mesoscale forecast and analysis system was
evaluated for a midlatitude winter case during the Gen-
esis of Atlantic Lows Experiment (GALE) as described
below. The purpose is to investigate the applicability of
the technique to a weather situation very different from
the warm-season convective situations that had been the
subjects of previous experiments in assimilation of geo-
stationary sounder data.

2. Coupled system

A schematic of the flow through the coupled model—
geostationary sounder assimilation system is given in
Fig. 1. Details of the individual modules are given be-
low.

a. Radiosonde and surface data analysis

The objective analysis is accomplished by the suc-
cessive correction scheme of Bratseth (1986) as adapted
for upper-air data by Sashegyi et al. (1993) and surface
data by Ruggiero et al. (1996). The main advantage to
the Bratseth approach is that the analysis will converge
to an optimurn interpolation solution with less computer
time and memory than docs ordinary optimum inter-
polation, In addition, Carr et al. (1996) have shown the
Bratseth scheme to be generally superior to the Barnes
(1964) scheme and its subsequent variations (Barnes
1994a~c). The Bratseth technique avoids drawbacks of
previous successive correction methods that converge
to the observations excessively and give too much
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weight to observations in data-dense regions (Carr et
al. 1996), The degree of convergence of the analysis
solution to the observations is controlled by an error
parameter formulated under the assumption that the ob-
servational error is distributed randomly. The error pa-
rameter is defined as the ratio of the variance of the
observation error to the variance ol the background er-
ror. If the observations are assumed to be perfect, then
the analysis will converge to the observations. A Gauss-
ian function is used to model the background error hor-
izontal spatial-correlation function employed by the
analysis method. A correlation length scale is used that
defines the halfwidth of the Gaussian function. This
length scale is a function both of the data density and
the scale of the featurcs being resolved.

In this study, upper-air observations were analyzed
on isobaric surfaces at every 50 mb from 100 to 1000
mb using a horizontal spatial resolution of 1.5° in Jat-
itude and longitude. Bogus soundings derived from op-
erational Regional Analysis and Forecast System
(RAFS) hemispheric analyses were added to fill in data-
sparse regions over the ocean. The deviations from the
first guess were then vertically interpolated back to the
sigma surfaces. The surface data analysis, which is con-
structed on the model’s lowest sigma layer, is univariate
and has a horizontal grid resolution of 0.5° in latitude
and longitude. Before the surface analysis begins, cor-
rections are made to the observations to adjust for dif-
ferences in the heights between the terrain on the model
grid and the true terrain of the observations (Ruggiero
et al. 1996). Sources of data for the surface analysis
include regularly reporting hourly stations, Portable Au-
tomated Mesonet System stations deployed for GALE,
and marine ship and buoy reports. The upper-air and
surface data analyses are combined using a one-dimen-
sional physical blending technique (Ruggicro ct al.
1996).

b. Satellite sounder data

The geostationary sounder in operation during the
1986 GALE program was the VISSR Atmospheric
Sounder (VAS) on board GOES-6. The VAS instrument
has 12 infrared channels that can be used to estimate
atmospheric temperature and water vapor concentra-
tions as well as surface temperatures. More detailed
information on the VAS instrumentation can be found
in Menzel et al. (1983).

The retrieval of atmospheric profiles of temperature
and water vapor mixing ratio from the VAS brightness
temperatures [ollows the procecdure outlined in Lipton
and Vonder Haar (1990a). The procedure works in an
iterative fashion by continuing to adjust the model’s
first-guess thermodynamic profiles and ground temper-
atures until brightness temperatures computed from
them closely match the VAS observed brightness tem-
peratures. The computed brightness temperatures are de-
rived by computing atmospheric transmittances and in-
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tegrating the radiative transfer equation. The atmospher-
ic transmittances and radiative transfer integrals are
computed using an efficient scheme based on empirical
modeling (Smith et al. 1974; Weinreb and Neuendorffer
1973; McMillin and Fleming 1976; Fleming and
McMillin 1977).

For this study, the VAS brightness temperatures were
sorted, averaged, and earth-located by personnel al the
National Qceanic and Atmospheric Administration/Na-
tional Environmental Satellite, Data, and Information
Service (NOAA/NESDIS). The VAS instrument can
make measurements at a resolution as fine as 7 km. In
order to compensate for data noise and to increase the
accuracy of the soundings, boxcs of 11 X 11 7-km pixels
were averaged together (excluding cloudy pixels) to
form a single set of 12 brightness tempceratures to rep-
resent each box. In situations where an insufficient num-
ber of cloud-free pixels occurred in a box, the box was
omitted from further processing. The NOAA/NESDIS
cloud-clearing algorithm (Hayden 1988) was employed
to identify cloudy pixels.

Objective analysis of thermodynamic profile incre-
ments (retrievals minus first guess) is similar o that
mentioned above for the radiosonde data. Specifically,
the analysis was performed using atmospheric temper-
ature and relative humidity. Relative humidity is com-
puted from the retrieved mixing ratios and temperatures.
Modifications were made to the analysis procedure of
Sashegyi et al. (1993) to take advantage of the high
horizontal resolution of the VAS data. The analysis was
performed on a horizontal grid with resolution of 0.25°
lat-long. The vertical levels used for the analysis were
chosen to coincide with the levels at which the retrieval
software operates. While the retrieval software operates
on 40 levels from 0.1 to 1000 mb, the analysis was
performed on only the lowest 23 levels (to 70 mb). This
choice of analysis levels eliminated vertical interpola-
tion of the retrievals to the analysis levels, although
interpolation to and from the model vertical (&) coor-
dinates was still needed. Care was taken to ensure that,
in the course of the analysis, the method used Lo inter-
polate the background fields to the observation locations
was exactly the same as the method used for generation
of the first-guess profiles for the retrievals. To do oth-
erwise would invite systematic errors to appear in the
analyses.

One of the assumptions made by the Sashegyi et al.
(1993) version of the Bratseth approach is that the ob-
servation error is random. Work with polar-orbiting at-
mospheric satellite sounders (Schlatter and Branstator
1979) indicates that this assumption is not valid for
satellite sounder data. Thercfore, the analysis method
was altered for VAS applications to account for random
and correlated parts of the observation error. Details of
the modifications are given in the appendix.

To perform the modified analysis, one needs estimates
of the random observation error variance (o 2), the spa-
tially correlated obscrvation error variance (co3), the
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background field crror variance (¢}), the length scale
for the background correlation function (p), and the
length scale for the observation error correlation ().
The sources used for these parameters in the GALE case
study are discussed in section 3.

¢. Model initialization

The assimilation system uses nonlinear vertical nor-
mal-mode initialization, as described by Sashegyi and
Madala (1993). The initialization procedure minimizes
the time tendencies of the first three vertical (nonme-
teorological) modes to reduce spurious oscillations as-
sociated with gravity waves. As described by Sashegyi
and Madala (1993), the initialization is carried out with-
out any boundary layer forcing or diabatic heating. A
first-order closure mixing-length boundary layer pack-
age was subsequently added to the physical forcing in
the initialization (Ruggiero et al. 1996).

d. Forecast model

The model used in this assimilation system is from
the Navy's Operational Regional Atmospheric Predic-
tion System (NORAPS) version 6 (Liou et al. 1994),
This is the latest version of the model described by
Madala et al. (1987), Hodur (1987), and Liou et al.
(1990). NORAPS is currently run operationally by the
U.S. Navy Fleet Numerical Meteorological and Ocean-
ography Center for several areas of the world on a Cray
C90 supercomputer. Work is under way to port a sim-
plified configuration of the model to a high-performance
RISC-type workstation with a computational perfor-
mance of 30 Mflops. Initial tests have produced a 12-
h model forecasl in approximately 30 min of CPU time
(Sashegyi et al. 1994).

NORAPS is a hydrostatic, primitive equation model
written in flux form. The spatial finite difference equa-
tions are fourth-order accurate in the horizontal and sec-
ond-order accurale in the vertical. Time integration is
done using the efficient split-explicit scheme of Madala
(1981). A Robert (1966) time filter is used to control
high-frequency time oscillations. NORAPS contains a
Kuo (1974) parameterization for deep convection and
follows the approach of Tiedtke et al. (1988) for shallow
convection. Large-scale precipitation is produced after
the cumulus parameterization has been run by isobaric
condensation in regions of supersaturation, following
the procedure of Manabe et al. (1965). Precipitation
falling into unsaturated layers is partially evaporated
depending on how dry the unsaturated levels are. A
multilevel planetary boundary layer is constructed using
Monin—Obukhov (1954) similarity theory in the surface
layer following Louis (1979) and turbulent vertical mix-
ing above it. The mixing is accomplished by turbulent
kinetic energy closure (Detering and Etling 1985), Sur-
face temperatures are obtained by solving a surface en-
ergy budget using a two-layer force-restore method
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(Blackadar 1979). Atmospheric heating due to long- and
shortwave radiation is updated every 15 min following
the approach of Harshvardhan et al. (1987).

The horizontal grid is a staggered Arakawa C grid
(Arakawa and Lamb 1977). The model can be triple
nested. The lateral boundary time tendencies for the
outer grid variables are relaxed toward interpolated
global analysis and forecast time tendencies by the
method of Perkey and Kreitzberg (1976). For the inner
grids the values of the variables on the two grids are
merged using the Davies (1976) method.

3. Case study

To examine the utility of the coupled analysis method
for assimilating satellite atmospheric thermodynamic
and surface temperature data in the NRL/AFRL, assim-
ilation system, experiments were conducted using data
from the second Intensive Observation Period (IOP) of
GALE (23-28 January 1986). Riordan (1990) and Doyle
and Warner (1990) have detailed the synoptic- and me-
soscale situations of the case. The case began as a cold-
air damming event east of the Appalachian Mountains
as surface high pressure moved eastward over eastern
Canada. A coastal front formed over the west wall of
the Gulf Stream between 1200 UTC 24 January and
0000 UTC 25 January 1986. The coastal front moved
slowly west and eventually came onshore into eastern
North Carolina. By 0000 UTC 26 January a small low
formed along the coastal baroclinic zone just off the
South Carolina coast and moved northward. This had
the effect of pulling the coastal front back to the east
along the North Carolina coast, The period 1200 UTC
24 January 1986 to 1200 UTC 25 January 1986 is high-
lighted here because of the availability of a large number
of VAS retrievals on the 24th, Other days during the
IOP did not have as many retrievals due either to the
nonoperation of the sounder or extensive cloud cover.
Meteorologically, the period chosen was important be-
cause it occurred during the beginning of cold-air dam-
ming and coastal front formation, Models that lack suf-
ficient low-level vertical resolution will generally warm
the near-surface layer excessively in these situations
(Keeter et al. 1995).

A schematic illustrating the experiments is shown in
Fig. 2. All experiments began with a 12-h model forecast
valid at 1200 UTC 24 January 1986. This preliminary
forecast was initialized from 2.5° RAFS analysis data
and provides the initial background field for the 1200
UTC analyses.

Experiment 1 is considered a reference run, by which
the other experiments were measurcd, and consisted of
an 18-h assimilation run from 1200 UTC 24 January
1986 to 0600 UTC 25 Janvary 1986. It was updated
every 6 h with radiosonde and surface analyses. It as-
similated all the available radiosonde data, including the
special supplemental soundings that were taken during
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LEGEND: U = Upper air and surface analysis (Regular Radiosonde Network)

€= Upper air and surface analysis (Regular Radiosonde Network
+ Special Supplerents)

$ = Analysis of stand-alone retricvals

V = Coupled model-VAS analysis

FI1G. 2. Schematic depicting the data analysis and forecast dura-
tions for each of the four experiments,

GALE. The analyses generated at the 6-h intervals were
used to verify the subsequent experiments.

Experiment 2 is a control run. In it, the model was
integrated without assimilation for 18 h to 0600 UTC
25 Japuary. The control run was initialized at 1200 UTC
24 January 1986 with radiosonde and surface data; how-
ever, it did not include the special GALE soundings.
This run was chosen to represent the analysis and fore-
cast information that is typically available to the op-
erational forccaster.

Experiment 3 is the stand-alone retrieval assimilation
run. Personnel from NOAA/NESDIS in Madison, Wis-
consin, computed the retrievals for this run independent
of the NORAPS model. The retrievals for this study
were generated from the archived 3-hourly brightness
temperatures using the retrieval method (Hayden 1988)
operational in 1994 (G. Wadc 1994, personal commu-
nication). In this method, 6-, 12-, and 18-h National
Meteorological Center (now known as the National Cen-
ters for Environmental Prediction) operational RAFS
forecasts were interpolated in time to provide the first
guess for generating these retrievals (Hayden et al.
1996). For the stand-alone retrieval assimilation, the
retrievals were assimilated into the model at 3-h inter-
vals beginning at 1200 UTC 24 January. The coverage
afforded by the VAS retrievals can be seen in Fig. 3.
For the assimilation at 1200 UTC 24 January 1986, the
background field used for the analysis was the analysis
of radiosonde and surface data that was constructed for
the control experiment. For the next 12 h, a 3-h cycle
of model integration and VAS data assimilation was
carried out. In this experiment the retricved surface tem-
peratures were not assimilated. The inclusion of the
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stand-alone retrievals was not carried out to evaluate
the quality of the operational retrievals. A single case
study is insufficient for such an evaluation. Rather, it
provides an additional insight into the behavior of the
satellite data objective analysis by showing how it per-
forms with different methods of handling the retrieval
process.

Experiment 4 is the coupled system run that assim-
ilated VAS brightness temperaturc data by the means
illustrated in Fig. 1. It is essentially the same as ex-
periment 3 except that all the VAS retrievals were gen-
eralcd using, as the first-guess profile, the same NO-
RAPS forecast that forms the background field for the
analysis. In addition, the model was run in forecast mode
for 9 h from 2100 UTC 24 January to 0600 UTC 25
January. The purpose of this model run was to simulate
an operational scenario where a forecast is needed to
begin running prior to the availability of the 0000 UTC
soundings. For the coupled run, it was not possible to
rely solely on the model for supplying first-guess data
for the retrievals, since the model top was at an insuf-
ficient altitude for the necessary radiative transfer com-
putations. The model provided first-guess data up to the
60-mb level. From 50 to 10 mb, interpolated values from
the High Resolution Analysis System (HIRAS) prepared
by the Air Force Global Weather Center were used.
Above 10 mb the temperature profile from the rocket-
sonde launched at Cape Canaveral at 1600 UTC 24
Tanuary 1986 was used. Several profiles were examined
to ensure that no spurious lapse rates were introduced
into the profiles when switching from the HIRAS anal-
ysis to rocketsonde data above 10 mb. It is possible,
however, that discontinuities could exist between the top
of the model forecast and the HIRAS data. To help
mitigate this problem a linear blending between the
model and the HIRAS data was performed between 70
and 50 mb. Examples of the resulting first guess profiles
are shown in Fig. 4. The profiles through the transition
zones at 70—50 mb and 10-7 mb are relatively smooth
and show no evidence of any significant inconsistencies
among the datasets. However, our confidence in the pro-
files above 100 mb is limited by the absence of inde-
pendent ground truth data.

In addition to the atmospheric thermodynamic data,
the retrieved surface temperatures were also assimilated
into the model. The surface lemperature assimilation
must be carried out in a continuous manner to retain
the desired features since they can change rapidly and
must be modeled smoothly. For this experiment the orig-
inal surface temperature coupling procedure of Lipton
and Vonder Haar (1990a) was modificd in order to fa-
cilitate its implementation into the NRL/AFRL analysis
system. At the assimilation starting time (1200 UTC 24
January 1986) surfacc temperature retrievals were cal-
culated for each of the VAS assimilation times (1200,
1500, 1800, 2100, 0000 UTC). This was performed us-
ing the VAS brightness temperatures for thosc times
with the 1200 UTC 24 January background analysis
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Fic. 4. Examples of temperature profiles used as first guesses for
VAS retrievals from 100 to 5 mb. The solid line with hollow circles
is for a retricval located near Greensboro, NC (36.08°N, 79.95°W),
at 1200 UTC 24 Jan 1986, The dotted line with solid circles is for
a retrieval located near Fayetteville, NC (35.03°N, 78.72°W), at 1800
UTC 24 Jan 1986. The dashed line with hollow squares is for a
retrieval located near Columbia, SC (33.85°N, 80.32°W), at 0000
UTC 25 Jan 1986.

fields as the first guess for the retrievals. The surface
temperature retrievals at each time were then objectively
analyzed using the procedure in section 2. After com-
pleting the analyses, temporal interpolation spline pa-
rameters were computed for the surface temperatures at
cach grid point. The spline parameters were then in-
cluded as input to the model so that updated surface
lemperatures were available at every time step. Thesc
updated temperatures were then used to nudge the tmod-
el-computed surface temperatures following the pro-
cedure of Stauffer and Seaman (1990). A temporal
weighting factor on the satellite surface temperature data
was linearly interpolated from zero to one over the first
3 h of assimilation to ensure a smooth transition from
model- to satellite-derived surface temperatures. A rel-
atively large nudging factor of 0.003 was used to make
the model output surface temperatures highly responsive
to the retrievals.

The analysis of the VAS retrieval data was run on a
single grid with a domain from 10.0° to 60.5°N and
115.5° to 44.5°W and a resolution of 0.25° lat and long.
After the analysis was completed, the analysis incre-
ments were vertically and horizontally interpolated to
the model grid. The model was run in triple nested mode
with the domains of the three grids depicted in Fig. 5.
The horizontal resolution of the outermost grid was 1.5°
lat by 2.0° long. For each succeeding inner grid the
horizontal spacing decreased by a factor of 3 such that
for the innermost grid the spacing was approximately
18 km at 35°N. The model was run with 16 vertical o
layers (o = p/p,), where p is pressure and p, is the
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F1G. 5. Domains of the three nested NORAPS model horizontal
grids used in this study.

surface pressure. The vertical distribution of the layers,
given in Table 1, is such that four of the model layers
were located in the lowest ~500 m of the atmosphere.
The lateral boundaries of the outermost grid were up-
dated using interpolated RAFS analysis tendencies.

In performing the radiosonde and surface data anal-
yses, the background error and forecast error growth
rates were taken to be the same as used respectively by
Sashegyi et al. (1993) and Ruggiero et al. (1996). Back-
ground error correlation length scales of 600 km for the
radiosonde data analysis and 300 km for the surface
data analysis were used. For the VAS analyses, the cor-
relation length scale of the background error was set at
600 km. The value of 600 kin was chosen to keep it
consistent with what was used for the radiosonde data
analysis. A value of 500 km was used for the correlation
length scale of the observation error in the VAS retrieval
analysis. This value was chosen based on the work of
Schlatter and Branstator (1979) in their study of error
associated with the Nimbus-6 sounder.

Selection of the observation error values for the re-
trievals was challenging. To the authors’ knowledge, the
only published values of observation error from satellite

TaBLE |. Vertical distribution of the 16 o levels for the NORAPS
model configuration used in this study.

Level a
1 0.0500
2 0.1500
3 0.2500
4 0.3500
5 0.4500
6 0.5500
7 0.6500
8 0.7475
9 0.8250
10 0.8750
11 0.9100
12 0.9375
13 0.9600
14 0.9775
15 0.9900
16 0.9975
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sounders are in Parrish and Derber (1992), for polar-
orbiting sounders in association with a global model.
The observation error values given by Parrish and Der-
ber (1992) were for temperature only. We could find no
published substantiation of the values. On the basis of
the values given by Parrish and Derber (1992), an ob-
servation error of 3.6° for the VAS temperature retriev-
als at all levels was used. The partition of the obser-
vation error between random and correlated error was
accomplished by sensitivity studies to see how much
the observation error needed to be considered correlated
to reduce the mean bias in the retrievals to near zero.
This resulted in values of 3.5° for the random obser-
vation error and 1° for the spatially correlated obser-
vation error standard deviations. Likewise, for relative
humidity, random and spatially correlated standard de-
viations of 15% and 25%, respectively, were chosen.

Another problem that needed to be addressed was the
specification of the background error for the analysis.
The background error at a given time can be thought
of as the analysis error from the previous analysis time,
plus some error growth that occurs during the model
integration between the two analysis times. In previous
work, Sashegyi et al. (1993) approximated the back-
ground error by using a radiosonde observation error
cstimate in place of the previous analysis error and add-
ing to it an error growth rate multiplied by the length
of time between analyses. The substitution of the ob-
servation error for the analysis error was made because
no straightforward method of computing an analysis
error for the Bratseth scheme currently exists. However,
in an optimal interpolation scheme, the analysis error
must be less than or equal to the smaller of the obser-
vation error and the background error (Daley 1991). For
this study, the background error was taken to be equal
to the smaller value; that is, it was taken as the upper
limit of the principle cited by Daley allows. Applying
this principle at 1200 UTC 24 January, the analysis error
must be less than the error of the more accurate of the
two data sources (radiosonde and VAS) that were an-
alyzed in sequence. For analysis times beyond 1200
UTC 24 January, an approximation of the background
error was accomplished by using the radiosondec obser-
vation error plus the forecast error growth from 1200
UTC 24 January to the later analysis time. This approach
was used because, cven with compounding growth, it
yielded error values smaller than the VAS observation
error. Using the higher VAS observation error would
have implied that the VAS data would make the analysis
worse. The current approximation makes the conser-
vative assumption that the VAS data have no negative
impact on the analysis statistics error during the assim-
ilation period.

The VAS retrievals were accomplished using all the
channels with the exception of channels 6, 11, and 12,
Channel 11 was not operational at the time and channels
6 and 12 were omitted since they are sensitive to solar
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Fici. 6. Radiosonde station locations that were uscd for analysis
comparisons. A solid top-left quadrant indicates the location was used
for comparisons al 1200 UTC 24 Jan, a solid top-right quadrant
indicates the location was used tor comparisons at 1800 UTC 24 Jan,
and a solid bottom-left quadrant indicates the location was used for
comparisons at 0000 UTC 25 Jan.

radiation and substantial errors can be introduced trying
to quantify the solar radiation effect.

4. Results

Retrievals, analyses, and forecasts were compared for
selected points within the analysis domain where assim-
ilated retrievals and reference run radiosonde observa-
tions were nearly coincident. The locations of the ra-
diosonde stations used in the comparisons are shown in
Fig. 6. At each time, retrievals, analyses, and/or fore-
casts were compared with the reference run analyses.
The rcason the reference run analysis was chosen as the
standard of comparison and not the actual radiosonde
sounding was to lessen the impact of the radiosonde
observation error. Analysis locations near radiosondes
were chosen because, in theory, those points should be
the most accurate source of data. For each comparison
with the reference analysis, root-mean-square (rms) er-
rors were computed.

a. Comparison of coupled and stand-alone retrievals

There were three times during the case study period
when radiosonde observations were available along with
VAS retrievals. A comparison of the rms temperature
crrors of the coupled and stand-alone retrievals at 1200
and 1800 UTC 24 January 1986 and 0000 UTC 25
January 1986 is shown in Fig. 7. In general, the coupled
retrievals are superior to the stand-alone retrievals. Par-
ticularly at levels below 800 mb, the coupled approach
has substantially reduced the errors in the retrieved tem-
peratures compared to the stand-alone retrievals. At all
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retrievals relative to the reference run at locations that have nearly
coincident radiosonde soundings and retrievals at (a) 1200 UTC 24
Jan 1986, (b) 1800 UTC 24 Jan 1986, and (¢) 0000 UTC 25 Jan
1986.

three times, the stand-alone retrievals are slightly better
at some of the levels around the midtroposphere. The
magnitude of the difference of the two retrievals at these
levels is small enough not to be of any real concern.
One level and time at which the stand-alone retrieval is
substantially better than the coupled retrieval is at 100
mb on 0000 UTC 25 January 1986. It is believed that
the source of this problem is errors from the NORAPS
forecast model. C.-8. Liou (1995, personal communi-
cation) has suggested that the NORAPS model may not
be as accurate in the stratosphere as it is in the tropo-
sphere. An example of the problem caused by this can
be seen in Fig. 8. Four different temperature profiles are
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FiG. 8. Temperature profiles for first guess (solid line, hollow cir-
cles), coupled retrieval (dotted line, solid circles), resulting coupled
analysis (short-dashed line, solid squares), and radiosonde (long-
dashed line, hollow squares). Profiles are located near Fayetteville,
NC, at 0000 UTC 25 Jan 1986.

presented for a single retrieval location. The profiles
correspond to the first guess, the coupled retrieval, the
resulting coupled analysis, and a nearly collocated ra-
diosonde observation at 0000 UTC 25 January 1986.
Up to 150 mb, the profiles are in general agreement to
within expected error; however, while the first guess,
coupled retrieval, and coupled analysis profiles are all
close together near 100 mb, the radiosonde profile is
substantially cooler at that level. The error at that level
clearly can be attributed to the first guess. At 100 mb
the retrieval and analysis steps did nothing to enlarge
nor correct the first-guess error. Likewise, inspection of
the four profiles at other radiosonde observations times
(1200 and 1800 UTC) indicates that no substantial errors
were introduced by the coupled retrievals or coupled
analysis.

In Fig. 9 the rms errors of relative humidity for the
three comparison times are given. As with the temper-
ature analyses, the coupled retrievals are generally better
than the stand-alone retrievals. Again there are excep-
tions. For example, the coupled retrieval is substantially
worse than the stand-alone retrieval at 1000 mb for both
times at 1200 UTC 24 January 1986 and 0000 UTC 25
January 1986. Looking at the evolution of the relative
humidity rms errors over time, one can see that the
stand-alone retrieval is better at half of the levels pre-
sented at 1800 UTC. However, by 0000 UTC 235 January
1986 the coupled retrievals are better at all but two
levels. This is indicative of the beneficial aspect of the
coupling procedure where one would expect the coupled
retrievals, making use of improving first guess profiles
as the assimilation proceeds, to improve over time rel-
ative to the stand-alone retrievals.
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F1G. 9. Rms errors of relative humidity from the coupled and stand-
alone retrievals relative to the reference run at locations that have
nearly coincident radiosonde soundings and rctricvals at (a) 1200
UTC 24 Jan 1986, (b) 1800 UTC 24 Jan 1986, and (c¢) 0000 UTC
25 Jan 1986.

b. Comparison of coupled and stand-alone analyses

Using the same locations as above, the resulting anal-
yses from the stand-alone and coupled runs were com-
pared. The results for temperature are in Fig. 10. The
interesting point here is that, while the retrievals input
to the analyses were generally better for the coupled
case than the stand-alone casc, the resulting analyses
for the stand-alone runs are slightly betier on average
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FiG. 10. Rms errors of temperature from the coupled and stand-
alone analyses relative to reference run at location that have nearly
coincident radiosonde soundings and retricvals at (a) 1200 UTC 24
Jan 1986, (b) 1800 UTC 24 Jan 1986, and (¢) 0000 UTC 25 Jan
1986.

than the coupled analyses. One possible reason for this
contrast is that the stand-alone retrieval errors are more
independent of the analysis background than are the
coupled retrievals. At present, no account is made for
the correlation of the background crrors with the ob-
servations. The end result is that observation errors are
possibly being canceled out more efficiently in the
stand-alone analysis than in the coupled analysis. In-
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deed, Thompson and Tripputi (1994) pointed out the
potential for this problem. A particular example for this
can be seen in looking at the rms errors at 100 mb noted
in the previous section. Any errors or biases in the fore-
casts at this level are negatively impacting the accuracy
of the retrievals. In addition, the coupled procedure us-
ing the retrieval error modeled as a constant with height
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is clearly an oversimplification. A four-dimensional var-
iational approach would avoid some of these problems.

The comparisons for the coupled and stand-alone
analyses of relative humidity are given in Fig. 1]1. At
the lower levels the coupled analyses improve relative
to stand-alone analyses as the assimilation cycles pro-
gress. At around 850 mb, the stand-alone analyses of
relative humidity are better than the coupled analyses.
At the upper-tropospheric level the coupled analyses are
better. Again, we believe that the chief explanation for
the levels where the stand-alone analyses are better than
the coupled analyses is that the analysis does not account
for the correlation of the background and observation
errors,

c. Comparison of the coupled analyses with the
control run

Figures 12 and 13 show the difference between the
control run and coupled run analysis rms errors for tem-
perature and relative humidity, respectively. Positive
values indicate that the coupled run analysis is an im-
provement over the control run forecasts. The compar-
isons are performed at 1800 UTC 24 January and 0000
UTC 25 January 1986 for locations where radiosondes
and retrievals are nearly coincident. For both variables,
the coupled run is superior to the control run at most
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L. 13, Rms relative humidity error differences of coupled run
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25 Jan 1986.

levels. In addition, the magnitude of the difference at
those levels where the control run is better decreases
with time. The amount of improvement at the levels
where the coupled run is better increases with time and
is of a much larger magnitude than the differcnce where
the control run is better.

As mentioned in the introduction, one of the objec-
tives of this research was to assess the applicability of
using the coupled procedure in a wintertime situation.
Within the assimilation phase, the coupled procedure
did produce improved analyses compared to the control
run. A comparison of the surface temperatures for the
reference, control, and coupled runs is given in Fig. 14.
In the reference run, the thermal gradient associated with
the land—sea boundary is clearly evident. The cold-air
pool between the coastal front and the Appalachian
Mountains was not as cold at this point as it became
later in the period. The coupled and control runs both
show a strong thermal gradient associated with the
coastal front. However, the control run is cooler than
the reference run for the area between the coastal front
and Appalachian Mountains, while the coupled run is
warmer in this area. During this time this area had rel-
atively little cloud coverage so the reference run surface
temperatures were reacting to the midday solar heating.
Experience with the forecast model by the authors has
shown that its surface cnergy budget has trouble prop-
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FIG. 14. Surface layer temperature (isotherms every 3°C) and wind
vectors (m s7') fields for (a) reference run, (b) control run, and (c)
coupled run at 1800 UTC 24 Jan 1986.

erly producing sufficient amplitude in the diurnal heat-
ing cycle, as is evident here. This model deficiency
could be due in part to the relatively simplc soil param-
eterization used in the model and/or the inadequacy of
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Fii. 15. Mixing ratio (contours every 0.3 g kg=*) at 700-mb level
for (a) reference run, (b) control run, and (c) coupled run at 1800
UTC 24 Jan 1986.

the input surface characteristics that affect the model’s
surface energy budget. Although the coupled analysis
overcompensates for this model deficiency, it is closer
than the control run. The assimilation of the satellite-
derived surface temperature is important here. In pre-
liminary runs of the coupled procedure without assim-
ilating surface temperatures, the coupled run showed
very little difference from the control run at this level.

Figure 15 shows the mixing ratios for the reference,
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[, 16, Thickness of 1000-500-mb layer (contours every 20 m)
for the reference run at 1800 UTC 24 Jan 1986. Solid line indicales
location of a cross scction to be presented in later figures.

control, and coupled runs at 700 mb. In this case, the
coupled run is closer to the reference run than the control
run is in showing the correct moisture amounts in the
area where the cold-air dome developed (between the
Carolina coast and the Appalachian Mountains). The
coupled run showed higher amounts of water vapor at
this level than did the control run. This dilference can
be important in the development of the cold-air dome
and in strengthening the coastal front even though the
moisture difference occurred at a height above the ver-
tical extent of both features. Bell and Bosart (1988) have
found that precipitation aloft and evaporative cooling
below are important mechanisms for establishing and
maintaining the cold-air dome.

In Fig. 16 the 1000-500-mb thickness field is pre-
sented for the reference run at 1800 UTC 24 Januvary
1986, The thickness lines are generally zonal with
warm-air ridging off the Carolina coast in the vicinity
of the Gulf Stream. Figure 17 depicts the improvement

78W  76W 7AW 72W 70w

80W

84W  B2W

FiG. 17. Difference of crrors in the 1000-500-mb layer thickness
(contours every 2 m) for the background and analysis at 1800 UTC
24 Jan 1986 for the coupled experiment, Values are positive where
the analysis was an improvement over the background. Errors are
relative to the reference run.
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F1G. 18. Rms errors of temperature from the coupled and control
run forecasts relative to the reference run at (a) 0000 UTC 25 Jan
1986 and (b) 0600 UTC 25 Jan 1986.

of the thickness field that resulted from the 1800 UTC
retrieval and analysis steps. Positive values indicate ar-
eas where the analysis improved over the background
(3-h forecast). Over land arcas the assimilation displays
widespread improvement particularly in the eastern por-
tions of the Carolinas and central Alabama. The primary
area where the analysis is not as close to the reference
is over the Atlantic Ocean. Given the absence of data
over the ocean for this time, the reference run is not as
trustworthy over the ocean. While the assimilation of
the coupled retrievals does improve the analysis, the
magnitude of the improvement is relatively small. This
is due to the large crrors attributed to the retrievals in
the statistics that govern the behavior of the analysis.

d. Comparison of the coupled and control run
forecasts

In order to provide a test of the operational appli-
cability of the coupled system to provide improved
short-term forecasts, a comparison was made between
the coupled and control run forecasts. The coupled fore-
cast run assimilated VAS thermodynamic data up to and
including 2100 UTC 24 January 1986 and the control
run forecast started with the last available radiosonde
data at 1200 UTC 24 January 1986. The forecasts were
evaluated at 0000 and 0600 UTC 25 January 1986. The
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FiG. 19. Rms errors of relative humidity from the coupled and
control run forecasts relative to the reference run at (a) 0000 UTC
25 Jan 1986 and (h) 0600 UTC 25 Jan 1986.

comparisons of rms errors for temperature at each time
are given in Fig. 18. At most of the levels the coupled
forecasts of temperature are similar to the control fore-
casts at 0000 UTC. The notablc exception is at the lower
levels (1000-920 mb) where the coupled run is signif-
icantly better than the control run. The main reason for
the improvement of the coupled run at the low levels
is the model’s insufficient diurnal amplitude of the sur-
face temperaturcs. Since the coupled run has updated
the temperatures during the 1200-2100 UTC assimi-
lation phase, it has been able to overcome this problem.
At 0600 UTC the control run compares more favorably
to the coupled forecasts. In particular, the control run
is better at 1000 mb and at and above 200 mb. As
mentioned carlier, the model appears to be relatively
inaccurate with respect to temperature above the tro-
popause and the coupling procedure may have exacer-
bated the problem slightly. The rms errors for the rel-
ative humidity forecasts are shown in Fig 19. In this
case the coupled run shows uniform and consistent im-
provement over the control run forecasts. By 0600 UTC
25 January 1986, the coupled forecast has better relative
humidity statistics than the control run at all levels.

A more subjective evaluation of the quality of the
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FiG. 20, Vertical cross scetion corresponding to line drawn in Fig.
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forecasts can be achieved by looking at a cross section
that is approximatcly normal to the coastal front. In Fig.
20 cross sections that correspond to the line drawn in
Fig. 16 are presented. The cross sections correspond to
the reference run analysis and control and coupled run
forecasts valid at 0000 UTC 25 January 1986. All three
runs depict in varying degrees the cold-air damming
and coastal thermal gradient. The cold-air pool is sub-
stantially colder in the control run and it is associatcd
with an excessive thermal gradient along the coast when
compared to the reference run. In contrast, the cold-air
pool temperatures in the coupled run are much closer
to the values in the reference run. In addition, the ther-
mal gradient for the coupled run, while not as strong as
the reference run, is still a little more accurate than the
gradient in the control run. In the figurcs, the 80% rel-
ative humidity contour is identified to give an indication
of the amount of cloudiness each run is projecting. This
is important regarding the radiation effects in the lower
atmosphere. Typically in hydrostatic models such as
NORAPS, which do not include an explicit cloud water
variable, a stratiform cloud fraction is parameterized by
an increasing quadratic function of the excess relative
humidity above a certain threshold. The threshold value
depends on pressurc level (about 60% for low clouds,
50% for middle clouds, and 85% for high clouds). The
cloud fraction then increases from zcro at and below
the threshold value to one at saturation. For the low
levels shown in Fig. 20, the 80% relative humidity con-
tour marks the boundary of 25% or greater cloud cover.
While both the coupled and control runs overpredict the
area covered by relative humidity values exceeding 80%
compared to the reference run, the coupled is the better
of the two. The control projects the 80% relative hu-
midity line farther west into the cold air than does the
coupled run. Having more cloud cover over the cold-
air damming area could help explain why the temper-
atures close 1o the ground are cooler for the control run
compared to the coupled and reference runs. It should
be noted that the coupled forecast cross section matches
quite closely with a subjectively analyzed cross section
for nearly the same domain presented by Riordan
(1990).

Another important aspect to examine when assimi-
lating mass data without wind data is the effect of the
mass fields on the wind fields. In ideal situations, the
winds would properly adjust in response to updates of
the mass fields, although there are dynamical constraints
on the extent to which that can happen. In Figs. 21 and
22 the differences of wind speeds for the control and
coupled runs from the reference run are presented for

—

the dashed lines (contoured every 2 g kg '), the wind barbs arc for
the horizontal wind with each whole flag representing 5 m s *, and
the 80% relative humidity contour is depicted by the heavy dotted
line.
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Fi. 21. Difference of wind speed component (contoured every m
s=') normal to the cross section depicted in Fig. 20 relative to the
relerenee run for (a) control run forecast and (b) coupled run forecast.
Positive values arc coming out of the page. Ficlds are valid at 0000
UTC 25 Jan 1986.

the cross section described above. Both the wind speed
differences normal and tangential to the cross section
are shown. Generally, the magnitude of the differences
is less for the coupled run. In particular, for the normal
wind, the coupled run is slightly more similar to the
reference run in the area of the cold-air damming. The
coupled and control runs bracket the reference run in
this area, with the coupled run containing a morc north-
easterly flow within the cold air, which suggests that
more realistic wind flow is captured by the coupled run.
In the tangential wind tield, both the coupled and control
runs show increased convergence near the coast com-
pared to the reference. However, the coupled run’s de-
viation is less than thc control run’s. The control run’s
excessive deviation is most likely correlated with the
fact that it has overdone the coastal thermal gradient.
Figure 23 shows the change in temperature for the
cross section for cach of the three runs between 0000
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Fici. 22. Same as Fig. 21 except for wind speed tangential to the
cross scction with positive values to the right.

and 0600 UTC 25 January 1986. During this time the
reference run exhibits strong nighttime cooling in the
cold-air dome and also warming above it as the marine
easterly flow is forced up and over the cold air. The
coupled run depicts the strong warming that is occurring
above the cold-air pool. In addition, the coupled run
has [ar less warming occurring within the cold-air pool
than does the control run. Thus in the coupled run, the
warmer marinc easterly flow is not eroding the cold air
between the mountains and the developing coastal front
as much as the control run. One reason for this differ-
ence is the geostrophic adjustment of the winds from
the updating of the mass fields that occurs during the
coupled run assimilation phase. It is the failure of the
NORAPS surface physics parameterization to forecast
the surface cooling that enables the marine air to erode
the cold dome, to differing degrees, for the control and
coupled forecasts, This has reduced the amount of the
benefit that might have otherwise been seen in the NO-
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RAPS forecasts when assimilating VAS data for this
case.

5. Summary and conclusions

The coupled procedure of assimilating geostationary
satellite sounder data was adapted to a mesoscale fore-
cast and analysis system being jointly developed by
NRL and AFRL. In doing so, the Bratseth (1986) suc-
cessive corrections objective analysis scheme was mod-
ified to account for the spatial correlation of the obser-
vation error. The entire procedure was applied to a cold-
air damming, coastal frontogencsis case that occurred
during the GALE project in 1986.

The retrievals generated from the coupled method
were improved relative to independent stand-alone re-
trievals generated by NOAA/NESDIS. The coupled re-
trievals were not as accurate as the stand-alone retrievals
above the tropopause due to poor first guesses produced
by the model, which the retrieval process could not
correct. When analyzed using the modificd Bratscth ap-
proach, the stand-alone retrievals resulted in analyses
very close in quality to analyses generated by the cou-
pled retrievals. This indicates that there is substantial
room for improvement in quantifying the errors used in
the analysis, such as corrclating the background crrors
with the observations and varying the background error
with height, Comparisons of analyses from the coupled
run with forecasts from the control run show the coupled
analyses generally had better temperature and moisture
fields. The amount of improvement was modest. How-
ever with better information on the retrieval error sta-
tistics and the use of the improved sounder on board
GOES (Menzel and Purdom 1994), it should be possible
to lower the assigned observation errors and thus make
the analysis more responsive to the retrievals. In com-
paring the forecasts from both the coupled and control
runs, the coupled run produced superior moisture fore-
casts. The coupled temperature forecasts were generally
better than those from the control run in the short term
(3 h). By the 9-h point of integration, the low-level
temperatures in the coupled run were less accurate than
on the control run; however, the coupled run appears to
be better in depicting the mesoscale processes that sus-
tained the cold-air pool.

Overall the results indicate the coupled approach
yiclded a positive impact of VAS data on the GALE
case studied. Some aspects of the results were negatively
affected by deficiencies in the NORAPS model’s han-
dling of the lower boundary condition. In cases of strong
surface forcing in winter, such as our case of cold-air
damming, large vertical temperature gradients can be
produced at low levels near the surface by the nighttime
radiational cooling followed by the daytime solar heat-
ing at the surface. The vertical averaging inherent in the
retrieval methods requires that a good estimate of this
vertical temperature gradient be provided by the first
guess. In our case, the errors in the lower-level tem-
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perature forecasts, due to problems in the NORAPS sur-
face parameterization, can help explain the overwarm-
ing of the surface temperature seen in the coupled anal-
ysis at 1800 UTC 24 January 1986 and the subsequent
erosion of the cold dome in the NORAPS forecast by
the onshore marine air after 6-9 h of integration. The
retrievals also could not correct errors in the temperature
lapse rate forecast by NORAPS in the stratosphere,
which had little impact on the lower-tropospheric fea-
tures being studied in this case. To gain more from the
assimilation of any IR sounder data in cases of strong
mesoscale surface forcing, a more sophisticated land
surface parameterization would be needed in the me-
soscale model combined with a detailed description of
the surface soil and vegetation characteristics. Further-
more, before operational implementation, the presented
approach should be evaluated using a longer series of
case studies involving many different synoptic situa-
tions and compared against other methods of assimi-
lation.
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APPENDIX

Approximation of the Correlated
Observation Error

Using f to represent the deviation of a variable from
a background field, each analysis point is updated by
the Bratseth equation:

fro=frE 2 a - f. (D
i=1

where £ is the updated value of f at grid point x, m is
the iteration number, f¢ is an observed value of f, f7
is the analysis estimate at the observation location from
iteration m, and n is the number of observations that
can affect the particular analysis point. The analysis
cstimate at the observation location is determined by

frv=frd 2afy - . (A2
il
Allowing the overbar notation to represent ensemble

averages over a large number of cases then the weights,
o, in (A1) and (A2) are
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fify
a, = —F- (A3)
LM,
and
fif]
a == (A4)

where f is the deviation of the true value from the
background field and M; is the data density function and
is given by

M, = 2 [ifi. (AS)
k=1
The value of f' is related to the observation by
fo=f+x+e (A6)

where y is the spatially correlated part of the observation
error and & is the random part of the observation error.
If we assume that the observation crror is not spatially
correlated with the synoptic features (which is not strict-
ly valid in this case), then the covariance [the numerator
in (A3)] can be modeled as in Sashegyi et al. (1993):

Fife = fifi = alpy, (A7)

where o} is the variance of the background error and
p,; is the correlation function describing the spatial cor-
relation of the background error between the grid point
x and the observation location j. The background error
correlation function is modeled as a Gaussian,

px/' = ¢ r_‘:',-/tll i

(A8)

The variable d is the length scale for the Gaussian dis-
tribution and r,; is the distance between x and j. Using
Eq. (A6), the numerator of (A4) becomes

fofy = it xo + e)(fi + X + ).

Noting that £ is random and assuming that y is not
correlated with f, then the expansion of (A9) can be
reduced to the following:

(A9)

[ify = fifs + xx + &5, (A10)
which can be rewritten as
fife = aip; + ol + 028, (A1)

where ¢ is the variance of the spatially correlated ob-
servation error, o2 is the variance of the random ob-
servation error, and 5,:]. is the Kronecker delta function
where 6 = 1 fori = jand 6 = 0 otherwise. The function
4 gives the spatial correlation for the observation error
and has the same Gaussian form (with a different length
scale) as the background error correlation function in
(A8). Likewise, the data density function in (A5) can
be modified to also include spatially correlated error:

M, =2 aip, + olp, + 028, (A12)
k=t
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