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Simulation of carbon monoxide transport during April 1994
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Abstract. The Multiscale Air Quality Simulation Platform (MAQSIP) is used to simulate
transport of carbon monoxide (CO) as a passive tracer over North America, Europe, and
the North Atlantic during the April 1994 Measurement of Air Pollution from Satellites
(MAPS) mission. MAQSIP is driven by meteorological fields generated by the
Pennsylvania State University/National Center for Atmospheric Research fifth-generation
mesoscale model. Model CO surface emissions from biomass burning, fossil fuel
combustion, nonmethane hydrocarbon oxidation, oceans, and soils are based on
inventories from the Belgian Institute for Space Aeronomy and the Global Emissions
Inventory Activity. Predicted CO mixing ratios are vertically weighted for comparison with
MAPS observations. The spread in the mission-averaged vertically weighted simulated CO
mixing ratios (~38 ppbv, compared to 60 ppbv in the MAPS data) suggests that CO
surface emissions significantly affect MAPS observations on a weekly timescale. Good
qualitative agreement is found between MAPS observations and model predictions on
several temporal and spatial scales. Possible reasons for discrepancies are examined. A
simulation without cumulus convection increases CO mixing ratios in the lower model
layers and depletes CO above, resulting in a complex pattern of increases and decreases
upon vertical weighted integration. Another simulation, which included a diurnal
emissions variation, produced significant changes in instantaneous local CO mixing ratios,
but had a minimal effect on the mission-averaged MAPS comparisons.

1. Introduction

Carbon monoxide (CO) is one of the most common and
widely distributed air pollutants, It is an important atmo-
spheric trace gas for several reasons. CO is toxic to humans
[L1.5. Environmental Protection Agency (EPA), 1995] and a pre-
cursor to tropospheric ozone (O) [Crutzen, 1973]. Globally,
CO has both a direct radiative effect on the atmospheric en-
ergy budget [Evans and Puckrin, 1995] and a stronger indirect
effect through its interaction with the hydroxyl radical (OH)
[Sze, 1977]. OH is the primary sink of reduced species in the
troposphere, and CO is the primary sink for OH [Logan et al.,
1981]. Therefore increased tropospheric CO concentrations
hinder the removal of other greenhouse gases and pollutants,
such as methane (CH,) and sulfur dioxide (SO,). Through its
effects on CH,, CO can also affect stratospheric ozone con-
centrations [e.g., Brasseur and Solomon, 1986]. As a result of
these mechanisms, changing CO concentrations can influence
global atmospheric chemistry and climate.

Carbon monoxide has large anthropogenic and natural
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source components, mostly from biomass burning, fossil fuel
combustion, and the oxidation of hydrocarbons, and the pri-
mary sink of CO is oxidation by OH. The chemical lifetime of
CO varies from about a month to about a vear. Consequently,
CO remains in the atmosphere long enough to be transported
great distances from source regions, but not long enough to
become uniformly mixed. The result is complex distributions
that depend on the magnitudes and distributions of sources
and sinks, seasonal variations in atmospheric chemistry, and
long- and short-range transport.

Several researchers have examined the importance of trans-
port in understanding CO distributions. Global, multiyear
model simulations have been performed to study the sensitivity
of large-scale CO distributions to source and sink parameter-
izations [Pinto et al., 1983] and to the interannual variability of
CO transport [Allen et al., 1996]. Brasseur et al. [1996] and
Miiller and Brasseur [1995] used a global chemistry and trans-
port model (CTM) to study the distributions, budgets, and
trends of various chemical species, including CO. Doddridge et
al. [1994] studied the effects of transport variability on varia-
tions in CO measurements from ground based stations and
aircraft. Other research [Connors et al., 1989; Newell et al.,
1988] used isentropic back trajectories and detailed investiga-
tions of concurrent meteorology to explain CO observations in
terms of air parcel histories. These papers demonstrated the
important role of large-scale transport, convective-scale trans-
port associated with cold fronts and thunderstorms, and strato-
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spheric detrainment. Chatfield et al. [1998] used the Pennsyl-
vania State University/National Center for Atmospheric
Research (PSU/NCAR) fifth-generation mesoscale model
(MMS5) to simulate the transport of CO from biomass burning
in Africa and South America over the tropical Atlantic. Wang
et al. [1996] also used MMS5 to simulate case studies of CO
transport in the vicinity of a tropical mesoscale convective
system and a midlatitude squall line. Regional CO budget
studies have emphasized the role of convective vertical trans-
port in the tropics [Pickering et al., 1992; Thompson et al., 1997]
and in the central United States [Luke et al., 1992; Thompson
et al., 1994].

Owing to the complex CO distributions, measurements
made over large areas in short time periods are only practical
from space-borne remote sensors. The Measurement of Air
Pollution from Satellites (MAPS) instrument is a gas-filter
radiometer that has taken such measurements during four
space shuttle missions [Reichle et al., 1986, 1990, this issue]. A
further reason for studying CO transport is to help understand
such column-averaged observations by providing a simulation
of the three-dimensional motions and instantaneous distribu-
tions of the gas. This type of modeling will continue to be a
useful tool for analyzing future observations made by the Mea-
surement of Pollution in the Troposphere (MOPITT) instru-
ment as part of the NASA Earth Observing System (EOS)
[Drummond and Mand, 1996].

The objectives of the current study are (1) to simulate the
transport of CO during the April 1994 MAPS mission using a
multiscale air quality model, (2) to compare model simulations
with MAPS data, and (3) to study how convective transport
and diurnal variation in CO emissions affect the model simu-
lation. Our simulations benefit from assimilated meteorology,
allowing modeling of specific time periods with realistic trans-
port of CO. To our knowledge, this is the first modeling study
to use a vertically weighted integration [Reichle et al., this issue;
Pougatchev and Sachse, 1997] to compare simulated CO mixing
ratios with MAPS data.

2. Description of Models

In this study, we used the Pennsylvania State University/
National Center for Atmospheric Research (PSU/NCAR)
fifth-generation mesoscale modeling system, version 1 (MM3)
|Grell et al., 1995; S. Chen et al.,, PSU/NCAR mesoscale mod-
eling system tutorial class notes, Mesoscale and Microscale
Meteorology Division, NCAR, 1996, available at http:/
www.mmm.ucar.edu/mmS/tutorial-notes.html] to generate me-
teorological fields, which were used to drive a CTM and sim-
ulate CO transport. The Multiscale Air Quality simulation
Platform (MAQSIP) [Byun et al., 1993; Odman and Ingram,
1996] is the CTM used to perform the CO simulations,

2.1. Brief Description of MM5

MMS5 uses an Arakawa-Lamb B-staggered grid. Model sim-
ulations were performed in nonhydrostatic mode. During the
model simulation, four-dimensional data assimilation was used
to nudge predicted variables toward meteorological observa-
tions, The planetary boundary layer (PBL) was modeled using
a modified Blackadar scheme [Blackadar, 1976; Zhang and
Anthes, 1982] for convective conditions, and K theory for other
stability regimes. The Anthes-Kuo cumulus parameterization
[Anthes, 1977; Kuo, 1974] was used to model cloud processes.
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2.2. Brief Description of MAQSIP

The same grid configuration used in MM5 was used to per-
form CTM simulations of CO. The governing equation for the
chemical species in MAQSIP is

dyye @ VYEY T 2.

at ax, dx;

where ¢ is the CO concentration; vy is the determinant of the
metric tensor, which accounts for the specific coordinate sys-
tem; x; are the three spatial coordinates (j = 1, 2, 3); v; are
the corresponding velocities; p is the density of the air/CO
mixture; K;; is the component of the diffusivity tensor in the
x; - x; direction; R is the chemical formation or loss rate; and §
is the source/sink term.

To treat CO as a passive tracer, the chemistry term in the
governing equation was neglected. This assumption is justified
because the time period of the simulation (about 10 days) was
significantly shorter than the typical chemical lifetime of CO in
the atmosphere. Consequently, the source/sink term consisted
of CO surface emissions as described in section 3.1 and no sink
due to reaction with hydroxyl. The fact that the April Northern
Hemisphere OH sink is closer to its (winter) minimum than its
(summer) maximum strengthens the passive tracer assump-
tion. As is evident in the third term of (1), the turbulent
diffusion was parameterized using K theory. The vertical trans-
port of CO due to cumulus convection was parameterized by a
cloud scheme described by Chang et al. [1987], and both ver-
tical and horizontal advection used the Bott scheme [Bor,
1989a, b].

3. Description of Numerical Simulations

We ran MM35 and MAQSIP for the time period from 1200
UTC March 30 through 1200 UTC April 19, 1994. This period
includes the MAPS mission and 10 days prior to the mission.
The initial condition for March 30 was a uniform CO mixing
ratio of 100 parts per billion by volume (ppbv). In order to
improve on this uniform initial condition, the simulated mixing
ratio field after the first 10 days of simulation was used as the
initial condition for the MAPS time period. The spatial domain
is depicted in Figure 1. At the edge of the domain, CO was free
to advect outward, and air advecting inward carried a constant
CO mixing ratio of 100 ppbv. Four-dimensional data assimila-
tion was used to nudge wind fields (throughout the model
atmosphere) and temperature and humidity (above the PBL)
toward observed values. Because of the computational con-
straints of this large spatial domain, a horizontal resolution of
100 km was used. There are 15 vertical layers from 100 hPa
(the top of the model atmosphere) to the terrain surface,
bounded by the 16 sigma surfaces: ¢ = {0.0, 0.1, 0.2, 0.3, 0.4,
0.5, 0.6, 0.7, 0.78, 0.84, 0.89, 0.93, 0.96, 0.98, 0.99, 1.00}. The
lowest model layer thickness is about 76 m, and there are
typically five or six layers in the lowest 1 km of the atmosphere.

The meteorological variables from MMS5 and the CO mixing
ratios from MAQSIP were output each hour for each of the 15
vertical levels and each of the 120 X 51 horizontal grid squares.
We viewed the output in horizontal and vertical cross sections,
time series, animations, and individually. We performed three
simulations: CASE1, which includes cumulus convection and
CO emissions that are uniform in time; CASE2, which is iden-
tical to CASEI except that cloud processes are turned off in



FALUVEGI ET AL.: SIMULATION OF CARBON MONOXIDE TRANSPORT

21473

120W  100W 80W

40W

20W 0 20E 60E

12: 15 18
{mol CO m™hr") x 10°°

Figure 1. Prescribed CO emissions in mol CO m™? h™" (X 1077) released in the lowest model layer. In
CASE1 and CASE2, CO was emitted at a constant rate. In CASE3 a mass-conserving diurnal variation in

emissions was applied to these values.

order to study the role of clouds in CO transport; and CASE3,
which differs from CASE1 only in its CO emissions rate, which
varies diurnally.

3.1. Model CO Emissions

Model CO emissions were released in the lowest model
layer. The spatial distribution of emissions was based upon
published estimates as described below. We obtained 5° X 5°
gridded anthropogenic, biomass burning, soil, and ocean CO
emissions from a global trace gas emissions inventory from the
Belgian Institute for Space Aeronomy (IAS). These invento-
ries are described in detail by Miiller [1992]. The anthropogenic
component includes fossil fuel burning, waste disposal, metal-
lurgy, petroleum refining, and ammonia production, and is
largely based on data from the Organization for Economic
Cooperation and Development [OECD, 1989]. These sources
were spatially distributed based on population density and
location of industrial and mining activities and temporally dis-
tributed based on seasonal variation of fossil fuel use and
temperature dependence of vehicle emissions. The biomass
burning source includes the burning of savanna and forests as
well as wood fuel and agricultural waste burning. Emissions
over water were set to a constant value representative of esti-
mates from the TAS data set (2.0 X 107® mol CO m™2 h™").
CO sources from nonmethane hydrocarbon (NMHC) oxida-
tion were parameterized from 1990 natural volatile organic
compound (NVOC) 1° X 1° emissions estimates from the
Global Emissions Inventory Activity (GEIA) database [Guen-
ther et al., 1995]. The conversion factors from NVOC to CO
emissions were the same as those used by Allen et al. [1996] and
are appropriate for the United States/European domain (2.5
mol CO/mol isoprene and (.8 mol CO/mol monoterpene). The
various emissions components described above were summed,
and the total surface emissions are shown in Figure 1. Emission
rates vary from near zero in parts of North Africa to about 2 X
107* mol CO m~2 h™! in urban and industrial centers and in
rainforests of the Yucatin Peninsula.

The only significant omitted CO source is from methane
oxidation. While all sources described above are emitted in the

lowest model layer, a methane oxidation source would be a
three-dimensional source, which is dependent upon [OH],
[CH,], and temperature. Logan er al. [1981] estimate the meth-
ane oxidation source as 22% of the total Northern Hemisphere
CO source. An average of other published estimates confirms
this, placing the global methane oxidation source at about 1/4
of the total [Miiller and Brasseur, 1995; Logan et al., 1981; Allen
et al., 1996; Seiler and Conrad, 1987; Pacyna and Graedel, 1995;
Volz et al., 1981; Khalil and Rasmussen, 1990.]

Significant uncertainties are associated with any estimate of
CO emissions. The global IAS biomass burning and ocean CO
flux estimates and the GEIA NMHC flux estimates are uncer-
tain by a factor of 3 or more [Miiller, 1992; Guenther et al.,
1995]. Fortunately, CO fluxes in our model domain are dom-
inated by anthropogenic sources, which are more certain. For
example, the global technological source term in the Miiller
[1992] budget has a range of about 300-450 Tg/yr (JI.-F. Miil-
ler, personal communication, 1998). Over the United States
the model emissions are in reasonable qualitative and quanti-
tative agreement with 1994 U.S, Environmental Protection
Agency (EPA) estimated emissions, which suggest an average
anthropogenic CO flux of about 4.6 X 107> mol CO m > h™"
[U.S. EPA, 1995].

In CASE1 and CASE2, emissions were released at a con-
stant rate. In CASE3 a diurnal pattern was imposed upon the
emissions rate. The time-varying pattern of observed CO area
sources over land was averaged for 5 days over the eastern
United States, using data from the 1990 U.S. EPA national
inventory (available from U.S. EPA, Office of Air Quality
Planning and Standards, Research Triangle Park, NC, 27711).
The resulting pattern was then divided by the total CO emitted
during 24 hours. This gave a normalized, mass-conserving
function that was used to weight emissions as a function of
local time. These area sources include managed and wild forest
fires, agricultural burning, commercial, agricultural, industrial,
and recreation equipment, off-highway vehicles (including avi-
ation, railroads, and marine vessels), and the burning of wood,
oil, coal, and natural gas. Figure 2 shows the resulting temporal
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Figure 2. The diurnal variation weighting function applied to
model CO emissions for CASE3.

variation in emissions. This function is not expected to be
representative throughout the model domain. It was chosen to
provide a reasonable pattern (perhaps more realistic than a
simple step function or sine wave) to apply to the entire do-
main and examine potential effects of adding diurnally varying
emissions to the model.

3.2. Vertical Weighting Technique

To compare the MAPS observations with simulated mixing
ratios, we used a method developed by Reichle et al. [this issue]
and Pougatchev and Sachse [1997] to vertically integrate and
weight the model data. Briefly, the method involves summing
the product of the number of molecules in a layer, the modeled
CO mixing ratio interpolated to that layer, and the MAPS
averaging kernel for that layer. The sum is then divided by the
total number of molecules in the atmospheric column. The
MAPS averaging kernel is a function that is used to relate
measured CO column amount to the vertical profile of CO
mixing ratios. The kernel was computed for a 40-layer U.S.
standard atmosphere with a uniform CO mixing ratio of 110
ppbv. Because we only compared relative magnitudes (for rea-
sons described below), we truncated this summation at the
highest model level. This resulted in a bias of about +6.1 ppbv
in the simulated column-averaged CO mixing ratios. The ver-
tically weighted integration was performed for all times and all
data points and then temporally averaged as desired.

4. Brief Summary of Observed Meteorology

During the MAPS mission the meteorology of the western
portion of the model domain was dominated by the eastward
progression of three {rontal systems. Rainfall was associated
with each of these fronts, which passed over the U.S. east coast
on April 10, 13, and 16 before moving over the western Atlan-
tic. Two systems passed over the European portion of the
domain during this time period: one during April 9 through 13,
and another from April 15 through 18. Figure 3 shows 850 and
500 hPa streamlines averaged over the MAPS mission time
period. At the 850 hPa level the flow is dominated by anticy-
clonic motion centered in two regions of the North Atlantic
and cyclonic motion in central Europe and northern Canada.
At the 500 hPa level there is anticyclonic motion over the
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northeastern Atlantic and the Caribbean Sea and cyclonic mo-
tion in central Europe, with a strong westerly pattern else-
where. A more detailed account of synoptic weather during the
April 1994 MAPS mission is given by Faluvegi [1997].

5. Results and Discussion
5.1. Comparisons of Observed and Simulated Meteorology

We examined several meteorological fields for various geo-
graphic locations, altitudes, and times. In particular, horizontal
and vertical winds and convective rainfall were examined most
closely, as these are important to transport. (The spatial extent
of convective rainfall indicates regions of subgrid-scale vertical
motions, which are important for vertical transport of a passive
tracer.) There is good agreement between these simulated
fields and meteorological observations from the National
Weather Service (NWS) and the European Centre for Medi-
um-Range Weather Forecasting (ECMWF).

Figure 4 depicts model vertical velocity for 1200 UTC April
13 (Figure 4a) and 1200 UTC April 14 (Figure 4b) for model
layer 11 (near 500 hPa). Superimposed in black are the loca-
tions of observed surface fronts and low-pressure centers. As
the fronts move from the eastern U.S. coast out to sea during
these 24 hours, the model vertical motions move accordingly,
with upward motion in advance of the cold front and over the
warm front and low, and subsidence behind the cold front and
to the southwest of the low. Figure 5 shows observed (Figure
5a) and simulated (Figure 5b) regions of daily averaged pre-
cipitation for April 13. The two plots indicate similar patterns
in rainfall, consistent with meteorological analyses from the
NWS and the National Centers for Environmental Prediction
(NCEP)/NCAR Climate Data Assimilation System (CDAS)
reanalysis project.
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Figure 3. The (a) 850 hPa and (b) 500 hPa streamlines av-
eraged over the MAPS mission time period derived from EC-
MWF winds.
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Figure 4. Simulated vertical velocity for (a) 1200 UTC April
13 and (b) 1200 UTC April 14 for model layer 11 (near 500
hPa). The locations of observed surface frontal systems and
low-pressure centers are superimposed in black.
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5.2. CASEL: Control Simulation

5.2.1. Simulated CO mixing ratios. In the lower model
layers, CO mixing ratios are influenced by the distribution of
sources, vertical mixing in the PBL, and horizontal transport.
Figures 6a and 6b show horizontal cross sections of simulated
CO mixing ratios in the lowest model layer over Europe for
0500 UTC and 1300 UTC April 12. For a constant CO emis-
sion rate these figures illustrate the typical diurnal variation in
simulated mixing ratios in the lower layers. During local night,
CO is trapped in the stable nocturnal PBL, and mixing ratios
increase. In less stable daytime conditions, CO mixes vertically
with the growing PBL, and low-level mixing ratios decrease.
For example, over the region of maximum emissions (see Fig-
ure 1), CO mixing ratios decrease from about 375 ppbv at 0500
UTC to about 225 ppbv by 1300 UTC. In addition to this
diurnal variation in mixing ratios due to vertical mixing, the
simulated CO also slowly spreads horizontally with the low-
level winds.

As expected, the influence of the PBL grows weaker with
altitude. Above the PBL the simulated CO behaves like
plumes, rising to the upper levels and then spreading horizon-
tally with the comparatively strong winds. We compared hor-
izontal cross sections of CO for model layer 11 (near 500 hPa)
with observed meteorology from the NWS, the ECMWF, and
the NCEP/NCAR CDAS reanalysis project. These compari-
sons indicate that the motions of fronts and lows are mirrored
as increasing mixing ratios in upper levels. Likewise, the pres-
ence of high pressure in a region confines CO to lower levels.
In general, the simulated horizontal transport of CO is consis-
tent with observed 500-hPa winds.

As an example of such comparisons, Figure 7 shows a cross
section of simulated CO mixing ratios for 1200 UTC April 16,
near 500 hPa. Superimposed in black are the locations of
observed surface fronts and low-pressure centers. The effects
of the low and the synoptic fronts can be seen as high-CO
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Figure 5.

(a) Daily average observed regions of precipitation for April 13 from the NCEP/NCAR CDAS

reanalysis project and (b) coincident simulated rainfall regions. Both plots have been normalized to their

maximum values.
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Figure 6. Horizontal cross sections of simulated CO mixing
ratios in the lowest model layer over Europe for (a) 0500 UTC
April 12 and (b) 1300 UTC April 12.

regions in the figure. The CO spreads with the cyclonic winds
around the low, consistent with 500-hPa wind observations
(not shown).

In our simulations, regions of high CO mixing ratios in upper
levels moved horizontally with the motion of frontal systems.
We found upward transport in advance of the fronts and sub-
sidence behind. Wang et al. [1996] used MMS5 (with a higher-
resolution nested grid but a smaller domain) to simulate CO
transport as a passive tracer during a midlatitude squall line
event. That study also found that enhanced upper tropospheric
CO propagated with the squall line and that downward motion
behind the squall line transported upper-level CO to lower
levels.

Figure 8 shows profiles of changes in simulated CO mixing
ratios due to cloud transport, vertical and horizontal advection,
and vertical diffusion averaged over the MAPS mission and
midlatitude land grid cells. In the lowest 0.5 km, vertical dif-
fusion (due to PBL mixing) and upward transport by clouds
contribute most strongly to changing CO mixing ratios. From
about (1.5 to about 3 km, all four processes contribute compa-
rably. Above about 6 km, transport is dominated by advection.

5.2.2, Comparisons with MAPS data. As described in
section 3.2, a weighted vertical integration was performed on
the model CO data in order to compare them directly with
MAPS data. Figure 9a shows the MAPS 5° X 5° interpolated,
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(a)

mission-averaged CO observations. Figure 9b shows the verti-
cally integrated model data averaged over the 10 days of the
MAPS mission. The spread in the model data is about 38 ppbv,
while the spread in the MAPS data from this domain is about
60 ppbv. Therefore the model predicts that the prescribed
surface emissions could have a significant impact on MAPS-
like observations on a weekly timescale. However, the fact that
the spread in model data is significantly smaller than the
spread in observations suggests that there are other factors,
which have not been modeled, influencing the MAPS obser-
vations. Some possible influencing factors are presented later
in this section. Because of this difference in range of CO
mixing ratios, we make qualitative comparisons here.

Both the observations and model simulation show highest
values over northeastern Europe, near the Baltic Sea, with
lower values over southern and western Europe. Model pre-
dictions and observations are both low over North Africa. Over
North America, both model and observations show a maxi-
mum near the southeastern Hudson Bay. However, the model
predicts higher values extending toward the mid-Atlantic U.S.
coast. The model fails to reproduce regions of high CO west of
the central United States due to the lack of model emissions
from the U.S. West Coast and beyond. Over the ocean, both
figures generally depict highest values over northern regions
and off the east coast of Canada and west coast of Ireland. In
general, the model underpredicts the magnitude of CO mixing
ratios over the Atlantic, north of 30°N. However, plots with
additional contours (not shown) accentuate similar qualitative
features, such as the region of relatively low CO mixing ratios
centered around 35°W and stretching from the southern edge
of the domain northward.

In general, the best agreement occurs over land in Europe.
This is not surprising, since this region is strongly influenced by
local sources and the least influenced by the lack of emissions
information propagating from the extreme west of the domain.
The largest discrepancies are the higher model CO over the
northeastern United States and lower CO over the parts of the
Atlantic.

On shorter timescales, MAPS observations are limited to

Figure 7. Cross section of model layer 11 (near 500 hPa)
simulated CO mixing ratios over the eastern United States for
1200 UTC April 16. The locations of observed surface frontal
systems and low-pressure centers are superimposed in black.
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Figure 8. Profiles of the contributions of cloud transport (CLDP), vertical advection (VADV), vertical
diffusion (VDIF), and horizontal advection (HADV) to changing CO mixing ratios. Profiles are averaged over

the MAPS mission time period and midlatitude land grid cells.
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Figure 9. (a) MAPS 5° x 5° interpolated mission-averaged CO mixing ratios. (b) Vertically weighted and
integrated simulated CO mixing ratios averaged over the 10 days of the MAPS mission.
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cloud-free regions over the space shuttle’s ground track.
Therefore it is important not to generalize these observations
over large geographic regions. Plate 1 compares European
MAPS data (Plates 1a and 1b) and model data (Plates 1c and
1d) for April 16 and April 18. In the vicinity of northern
Germany and Poland and the Baltic Sea, CO values remain
high in both observed and modeled data during most of the
MAPS mission time period. However, both MAPS and model
data show a drop in CO over this region between April 17 and
18, associated with regional changes in wind patterns.

Plate 2 depicts MAPS CO mixing ratios for April 11 and
April 11 daily averaged simulated CO mixing ratios. On this
day, MAPS observed high CO where the space shuttle passed
over northern Europe, which is consistent with model predic-
tions, and both model and observations indicate that this re-
gion of high CO had spread toward the southwest since April
10 (not shown). In addition, the model simulates the observed
increase of CO in the western Atlantic, which is the result of
transport from the U.S. east coast by the offshore movement of
a frontal system. The contrast between relatively low values in
the eastern Atlantic and higher values in the west are evident
in both model data and available observations.

There are several potential sources of discrepancy between
simulated and observed CO. Most fundamentally, the simu-
lated mixing ratios are not the equivalent of MAPS observa-
tions. Instead, model data represent the distribution of pre-

L.

120 130 >

dicted contributions to the MAPS mixing ratios due to the
prescribed model surface emissions. Clearly, other compo-
nents exist in the MAPS observations. For example, the omis-
sion of a methane oxidation CO source and the significant
uncertainty in included source components were already ad-
dressed in section 3.1. In addition, simplified initial conditions
and boundary conditions may cause the model to underesti-
mate the range of CO mixing ratios. Since the model simula-
tion began with a uniform background mixing ratio on March
30, no information on emissions or transport prior to that date
is contained in the simulated CO mixing ratios. The specified
constant inflow boundary condition can also contribute to dis-
crepancy. For example, CO-enriched air originating from
southern California and advecting across the western domain
boundary is not modeled.

At least three general characteristics of the comparisons
made above suggest that simplifications in initial conditions
may contribute to discrepancies: (1) Most of the discrepancy in
the range of CO mixing ratios between simulations and obser-
vations occur below 100 ppbv. The uniform 100 ppbv used as
both initial conditions and inflow boundary conditions biases
the model against these lower mixing ratios. (2) The fact that
comparisons between the simulations and observations are
best in regions of strong emissions and worst over the remote
Atlantic point to the lack of above-background CO transported
over the ocean prior to early April. (3) The fact that qualitative

™~
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comparisons of the spatial and temporal distribution of CO
fare better than direct quantitative comparisons suggests that
simplified initial conditions and uncertainties in CO source
magnitudes are more important than unrealistic transport.

It is difficult to quantify the uncertainty caused by these
simplifications. However, one clue is provided by comparison
with a model simulation which started with uniform initial
conditions on April 9 rather than March 30 (not shown). From
this comparison we found that improving the April 9 initial
conditions by using the March 30 to April 9 simulation in-
creased the range of simulated mission-averaged CO mixing
ratios by roughly 83% (almost entirely by increasing the max-
imum value). However, by the end of the March 30 to April 19
simulation the CO within the domain approaches a steady
state, as advection out of the domain begins to balance the CO
emissions. Therefore extending the simulation time prior to
March 30 would not proportionally increase the range in sim-
ulated CO mixing ratios.

Another possible reason for differences between model and
MAPS data involves the discarding of cloud-contaminated CO
data from the MAPS data set. Strong vertical motion, which
lifts CO to MAPS-sensitive levels, often causes cloudiness as
well. MAPS does not measure high CO mixing ratios under
these conditions (R. Newell, Atmospheric processes influenc-
ing measured carbon monoxide in NASA Measurement of Air
Pollution From Satellites (MAPS), submitted to Journal of
Geophysical Research, 1998). For example, the three strongest
contributions to high modeled CO mixing ratios in upper levels

110

20W

120
ppbv

130

(a) MAPS and (b) simulated CO mixing ratios for April 11.

over the east coast of the United States occurred due to up-
ward transport of CO on April 10, 13, and 16. The MAPS daily
plots show that very few useful CO data were obtained over
land in the northeastern United States on those days, due to
cloudy conditions.

Plate 3a shows MAPS observations for April 10 over the
northeastern United States. Plate 3b shows the vertically inte-
grated model data for 1900 UTC April 10 for the same region.
(MAPS orbit plots indicate that the observations over the
Great Lakes were taken around 1900 UTC.) Plate 3c depicts
the average observed cloudiness for the same day. These fig-
ures illustrate the model suggestion that the MAPS measure-
ments over the Great Lakes region were taken over an area of
relatively low CO mixing ratios between two higher-CO re-
gions to the north and south of the Great Lakes. The space
shuttle ground track also passed over the region of higher
model CO over the U.S. east coast, where no MAPS data are
available due to clouds. Finally, over the ocean (near 37°N,
72°W), MAPS picks up higher CO than over the Great Lakes.
This pattern is consistent with model predictions.

This cloud effect is not as pronounced over northern Europe
because stronger emissions and less persistent westerly flow
maintain high CO mixing ratios over northern Europe during
most of the MAPS time period. On the other hand, the model
suggests greater variation over the eastern United States. Con-
sequently, the MAPS instrument may have had more oppor-
tunity to measure high CO values over Europe. In addition,
northern Europe is at a higher latitude than the region of
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Plate 3. (a) MAPS CO mixing ratios for April 10 over the
northeastern United States. (b) Vertically weighted and inte-
grated simulated CO mixing ratios for 1900 UTC April 10. (c)
Average observed cloudiness (%) for April 10 from the NCEP/
NCAR CDAS reanalysis project. MAPS orbit plots (not
shown) indicate that April 10 CO observations over the Great
Lakes were made around 1900 UTC.

maximum North American emissions, and is therefore sam-
pled more frequently by the MAPS instrument, due to the
space shuttle ground track.

5.3. CASE2: Effects of Cumulus Convection

To study the effects of subgrid-scale cloud transport on CO
distributions, we turned off the cloud scheme and performed a
new simulation (CASE2) for the same time period as CASEL
All other model conditions remained the same. Simulated mix-
ing ratios were averaged over the MAPS mission time period
and over the horizontal domain for each model layer. The
resulting average profile is shown in Figure 10, along with the
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same profile for CASE], the difference of these two profiles,
and the MAPS averaging kernel, This figure shows that the
average effect of removing cloud transport is an accumulation
of CO in the lower model layers and a corresponding defi-
ciency in upper layers. Since the averaging kernel is strongest
in the middle to upper troposphere and weakest near the
surface, a weighted vertical integration for an average grid cell
produces a small decrease (=—0.25%) in CO mixing ratio
when vertical cloud transport is removed. Similar temporally
averaged difference profiles (not shown) calculated for large
portions of the United States, Europe, and the Atlantic also
point to greater mixing ratios in the lowest few kilometers and
less CO in upper layers. However, the upper-level depletion is
strongest over Europe, and the low-level increase is signifi-
cantly smaller over the ocean, due to weaker emissions.

Figure 11 shows the difference in the mission-averaged, ver-
tically weighted and integrated mixing ratios between CASE2
and CASE]. In general, the difference is positive over much of
the eastern United States and North Atlantic and in isolated
regions of Europe. There is generally a weak negative differ-
ence elsewhere, with regions of stronger negative differences
over Europe. The figure illustrates that the average negative
effect on the MAPS-like mixing ratio is not the result of a small
negative value everywhere, but of the average of a complicated
pattern of negative and positive regions. The reason for this
complexity is that not all “difference profiles™ are the same.
Instead, they vary with the duration and strength of the con-
vective cloud events and local emissions and according to the
history of all previous transport at the particular grid square.
Consequently, upon vertically weighting and integrating the
profiles, some grid cells have a net negative effect (much like
the average case in Figure 10), but some have a net positive
effect, with higher low-level values but less depletion of upper-
level CO. In more remote and relatively cloud-free regions,
difference profiles are often slightly negative throughout most
of the model atmosphere.

Figure 12 provides an example of cloud effects. It depicts the
difference (CASE2 — CASEL) in CO mixing ratios for model
layer 11 (~5400 m, Figure 12a) and model layer 1 (~38 m,
Figure 12b) for 1200 UTC April 13. The meteorological situ-
ation at this time was described in section 5.1 and Figure 4a.
Figure 12 shows that the lack of convection causes an abun-
dance of CO in the lowest model layer. This effect is particu-
larly strong over land, where CO sources and convection are
strongest. At upper levels there is less CO in CASE2 than
CASE]1 over the warm front, in advance of the cold front, and
spreading out over the Atlantic. Figure 13 presents differ-
ence profiles for selected locations and times. Curve 1 in
Figure 13 is a difference profile for a grid cell in the vicinity
of this cold frant. As expected, it depicts more CO in lower
levels and less in upper levels in CASE2, and results in a net
negative effect.

However, a competing mechanism keeps the average verti-
cally integrated effect of removing cloud transport small. Be-
cause the lack of cloud convection resulted in higher CO mix-
ing ratios in low model layers after the frontal systems passed
through the region, there was more CO available for transport
by vertical advection as low pressure moved into the region.
This explains the higher CO in the upper levels in the vicinity
of the low-pressure center in CASE2. A difference profile for
a grid cell near this low is depicted in curve 2 of Figure 13,
which shows increased CO in both the boundary layer and
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Figure 10. Profiles of the CASE1 and CASE?2 simulated CO mixing ratios averaged over the MAPS mission
and the horizontal domain. Also shown are the MAPS averaging kernel (multiplied by 100 to preserve the
scale of the plot) and the difference in the two profiles (CASE2 — CASE1) (multiplied by 10 to preserve the

scale of the plot).

much of the free troposphere, resulting in a net positive effect
for that grid cell.

The mission-averaged pattern from Figure 11 can be ex-
plained in terms of three-dimensional atmospheric motions
and the MAPS averaging kernel. For example, the following is
a sequence of events that can lead to the strong gradient
pattern modeled over Europe. Since model CO emissions are
strongest in northern central Europe, the CASE2 increases in
boundary layer CO are strong there. There is a corresponding
depletion in upper layers in this region, but comparatively
strong upper-level winds transport the relatively clean air away

and diminish this local negative effect above the strong source
region. This horizontal advection (combined with the effects of
vertical advection near a low described above) may be strong
enough to leave a local net positive effect upon vertical inte-
gration. Also, as CASE2 advects relatively clean air away from
the region, it spreads the upper-level negative effect over other
parts of Europe and the ocean, where emissions are weaker. A
difference profile in such a region is given in curve 3 of Figure
13, which shows strong depletions of CO in the free atmo-
sphere, resulting in a net negative effect upon vertical integra-

tion.

15N

Figure 11.
ratios.

CASE2 — CASE1 mission-averaged,

ppbv
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Figure 12. CASE2 — CASEIl simulated CO mixing ratios for
1200 UTC April 13 for (a) model layer 11 (~5400 m) and (b)
model layer 1 (~38 m).

FALUVEGI ET AL.: SIMULATION OF CARBON MONOXIDE TRANSPORT

The CASE2 results confirm that cumulus convection is an
important mechanism for transporting CO to the free tropo-
sphere. Wang et al. [1996] also found that subgrid-scale trans-
port was a major component of the total upward CO transport.
The instantaneous and local effects of clouds are much stron-
ger than the large-scale average case suggests. Lin et al. [1996]
also draw this conclusion by studying the transport of ***Rn
over the eastern United States and the western North Atlantic.
They found a vertical redistribution pattern similar to that of
the current study. However, the redistribution pattern in the
Lin et al. case was significantly stronger, since that study sim-
ulated August conditions, which are generally more convective
for the eastern U.S. domain.

While the average effects of removing cloud transport may
be intuitive, clearly it is not the result of a simple, linear
process. Instead, the MAPS averaging kernel interacts with
several physical and dynamical processes that compete and
cooperate to determine the vertically integrated result.

5.4, CASE3: Effects of Diurnal Emission Variations

In CASE1 and CASE2, CO was emitted at a constant rate.
We performed an additional simulation that included a diurnal
variation in emissions (CASE3). The temporal variation in
emissions is described in section 3.1. Simulated CO mixing
ratios from CASE] are subtracted from CASE3 mixing ratios
in order to clarify differences.

As expected, the differenced (CASE3 — CASEl) mixing
ratios in the lowest model layers closely follow the emissions
variation; local mixing ratios in the PBL are higher when CO
emissions exceed the constant CASE] value and lower when
less CO is emitted. The impact is strongest in regions of high
total emissions. After a short lag, this alternating pattern of
enhanced and depleted CO is detectable at upper levels in the
form of alternating plumes of positive and negative difference
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Figure 13. Profiles of CASE2 — CASEI] simulated CO mixing ratios for a grid cell near a frontal system
(curve 1), a grid cell near a low-pressure center (curve 2), a grid cell downwind of a region of strong convection
and CO surface emissions (curve 3), and a horizontal and temporal average of all grid cells (average).
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Figure 14. (a) Profiles of CASE3 — CASE! simulated CO
mixing ratios for 0800 UTC and 2200 UTC (average of 5 days
of 0800 and 2200 UTC simulated mixing ratios) for a grid cell
in northern central Europe (near 53°N, 17°E). (b) Profile of
CASE3 — CASEIl simulated CO mixing ratios averaged over
the MAPS mission and the horizontal domain. Note the dif-
ference in mixing ratio scale between Figures 14a and 14b.

values. Figure 14a shows difference profiles for 0800 UTC and
2200 UTC (average of 5 days of 0800 and 2200 UTC simulated
mixing ratios) for a grid cell in northern central Europe (near
53°N, 17°E). These two times of day were chosen to maximize
the difference in prescribed CO emissions, while keeping the
difference in PBL dynamics small. The two profiles show dif-
ferences of opposite sign in the lower model lavers. For this
grid cell the lowest-layer differences are roughly —20 to +50
ppbv, but differences of over =100 ppbv on particular days are
not uncommon. The differences are much smaller in upper
levels.

These diurnally alternating positive and negative effects
limit the magnitude of the time-averaged effect for any given
layer. Figure 14b shows the horizontally and temporally aver-
aged vertical difference profile for CASE3 — CASEL. Note
that the space- and time-averaged differences are significantly
smaller than differences for a specific region and time (com-
pare the ranges of mixing ratios between Figures 14a and 14b).

Despite this small average effect, we can suggest some fac-
tors that influence the shape of this profile (Figure 14b). In the
lower model layers, horizontally averaged CO difference pro-
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files oscillate diurnally between a positive and negative effect.
However, when temporally averaged, the positive effect
slightly outweighs the negative, due to asymmetry in the tem-
poral distribution of emissions (Figure 2) and diurnal changes
in the PBL height.

Above the PBL the profile is influenced by convective
clouds. The cumulus convection transports CO from lower to
upper levels, whether the mixing ratios are enhanced or de-
pleted by the diurnal emissions. However, since convection is
more efficient under more unstable daytime conditions, the
vertical transport of enhanced mixing ratios is favored over
that of depleted mixing ratios. This results in a net increase in
CO mixing ratios above about 3 km (around model layer 9),
and a decrease below, contributing to the negative segment of
the profile from about 0.5 to 3.0 km (around model layers 4
through 8).

The vertically integrated and MAPS mission-averaged
CASE3 CO mixing ratios (not shown) indicate very little
change compared to CASE], the simulation with a constant
emissions rate. There are no changes greater than +0.5 ppbv,
and the change for an average grid cell is =+0.01%. There-
fore, while significant changes occur for individual locations
and times, a diurnal variation in CO emissions did not signif-
icantly improve or degrade comparisons with MAPS observa-
tions on the mission-averaged timescale.

6. Conclusions

CO transport during the April 1994 MAPS mission was
simulated using a chemistry and transport model (MAQSIP)
driven by a meteorological model (MMS35) that utilizes assimi-
lated meteorology. Synoptic features and associated rainfall
extent were found to be well simulated by MMS.

Simulated CO mixing ratios were explained in terms of PBL
diurnal variations, synoptic-scale motions, convection, and sur-
face emissions distribution. The fact that modeled CO distri-
butions are strongly influenced by prevailing meteorological
features is compelling evidence that fronts and low-pressure
systems are important processes for transporting CO to upper
levels.

Qualitative comparisons with MAPS data agree in several
locations and on several timescales. However, the model pre-
dicts higher values over the northeastern United States and
lower values over much of the Atlantic. We found a spread in
the magnitudes of mission-averaged model CO mixing ratios of
approximately 38 ppbv, while the corresponding spread in
MAPS observations is approximately 60 ppbv. This suggests
that CO surface emissions have a significant effect on MAPS
observations on a weekly timescale. However, the fact that the
range in simulated CO mixing ratios does not cover the full
range of observed mixing ratios suggests significant effects
from components that were not modeled. Some likely sources
of discrepancy include the following: the simplified initial con-
ditions and boundary conditions (see section 5.2.2), the ne-
glected methane oxidation source and uncertainties in CO
emissions (see section 3.1), and the fact that the MAPS instru-
ment could miss high CO measurements due to abundant
cloud cover (see section 5.2.2).

A simulation performed with the cumulus convection
scheme turned off had an average effect of increasing mixing
ratios in the lower model layers and depleting CO above. The
simulation suggests that the mission-averaged effect on the
MAPS mixing ratios due to the absence of cloud transport
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would be a complex pattern of increases and decreases, due to
several competing mechanisms, but that the mixing ratio for an
average grid cell would decrease slightly (=—0.25%). Despite
this small effect on the large-scale average, instantaneous local
effects of clouds on CO distributions are significant.

A simulation that included a diurnal variation in CO emis-
sions produced significant changes in mixing ratios for a given
time and location that were consistent with the prescribed
diurnal pattern in emissions. However, the mission-averaged
effects on the MAPS-like mixing ratios were minimal
(=+0.01% for an average grid cell).

Further research could examine the effects of including a
methane oxidation source, improving lateral CO boundary
conditions, and further refining the diurnal emissions pattern.
A longer simulation time prior to the MAPS mission time
period could also be used to improve the initial CO mixing
ratio field, as long as the passive tracer assumption remains
valid. Many other potential improvements may not be war-
ranted without a better estimate of initial (background) CO
distributions.
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